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ABSTRACT 

In a conventional base station receiver, the received signal is digitized at base band. In 

cellular and personai communication systems (PCS), in which a large number of carriers are fre- 

quency multiplexed in a frequency band, this arrangement puts a lot of stress on the base station 

real estate and power consumption since by digitizing at base band, each carrier needs an inde- 

pendent radio and intermediate frequency (IF) receiver unit With the advance of digital signal 

processing(DSP) technology. processing cost and speed have improved drarnatically. Thus it is 

now feasible ta digitize signals and process these signais by DSP at a higher frequency. Ln this 

thesis a multi-carrier demodulator is developed for direct sequence code division multiple access 

(DS-CDMA) for PCS at 1.9 GHz with the assurnption that al1 the carriers occupying the same 

PCS spectrum are DS-CDMA. Two approaches are considered in which the signal is digitized at 

IF. Thus al1 the carriers in the spectrum share the same radio front end. The first approach is to 

select and down shift individual signal carriers by a nurnericaliy controlfed oscillator (NCO). 

Aithough digitized at IF band the signal is decimated to the Iowest possible rate by a decimation 

filter. A canier select finite impulse response (FR) filter and interpolation filter are used for car- 

rier shaping and sqp l i ng  rate adjusunent according to the IS-95+ standard. In the second 

approach a transmultipIexer is used for rnulti-carrier demodulation. A transrnultiplexer includes 

a polyphase filter bank and Fast Fourier Transform (Fm) processor. In a conventional transrnul- 

tiplexer die output sarnpling frequency of the FFT equals the carrier spacing. Due to the spectral 

characteristic of the IS-95+ CDMA carrier, the transrnultiplexer is required to provide a higher 

sarnpling frequency at the FFT output. In this thesis. Ume-domain analysis of a transrnultiplexer 

for this specid case is developed. Due to the mismatch of the sampling rate of the FFT output 

and the base band CDMA dernodulator, a rate conversion system is necessary. A rate conversion 



systern is designed and realized. The complexities of  systems realized by both approaches are 

exarnined. The transmultiplexer approach has a five-to-one cornplexity advantage over the per- 

carier approach provided that the spectnim is fully utilized. For a systern with low specmrn 

occupancy, the transmultiplexer approach suffers the disadvantage of high start up costs. The 

performance of the transmultiplexer is compared against requirements denved from the 1s-95+ 

standard. 
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Chapter One 

Introduction 

1.1 Motivation 

Code division multiple access (CDMA). one of the newest members in the family of cellu- 

Lar interface protocols, is designed to provide high capacity cellular communications. Operating in 

the 850 MHz frequency range, trial systems have been deployed in areas such as Vancouver and 

Hong Kong. As one of the winners of the recent personal communication system (PCS) spectrurn 

auctions in the U.S. has declared their intention to use CDMA. it is expected that CDMA wiU be 

widely deployed. PCS spectmm allocation in the US. specifies that a cellular operator can use spec- 

trum in biocks of 15 MHz or 5 MHz. Each frequency block is s h e d  by multiple PCS carriers. As  a 

result there is a need to develop a wideband receivedmulti-camer demodulator for CDMA PCS base 

station systems. 

Traditionaiiy, a single canier in the radio frequency (RF) signal in a cellular radio system 

is band selected and down-converted through dedicated analog devices to baseband. At baseband the 

signal is digitized and then processed by a digital signal processor (DSP). However. with the avail- 

ability of cheaper and faster digital hardware, such as analog-to-digital converters (ADCs) and DSPs. 

the trend is to move the digitization of the signal closer to the radio antenna [Ml. The ultimate goal is 

to implement al1 the receiver functions through digital hardware and software. The advantage of dig- 

itizing cellular radio signals at a higher frequency is flexibiiity [17]. By chaneing the software in the 



DSPs, the DSPs are able to switch channels, change modulation schemes or receive different types of 

signals. In cellular systems at 850 MHz and ??CS at 1.9 GHz, a base station is expected to handle a 

large number of radio caniers simultaneously. If a single camer of the radio signal is digitized at 

baseband, as is typically done today, a large number of dedicated analog radio receivers are required. 

This puts a strain on base station cost and power consumption. By digitizing over a wider bandwidth, 

a single radio front end can be shared arnong dserent carriers. In addition. when digitizing a signal 

at a higher rate, copies of the spectrum of the analog signal that are present in the specrrum of the 

sampled signal become increasingly separated as the sampling rate is increased beyond the Nyquist 

s a m p h g  rate. This simplifies the analog mû-aliasing filters in the receiver radio as the distortion 

caused by spectrurn overlap is reduced [Hl .  

The objective of this thesis is to develop DSP algonthms for the implementation of a digi- 

tal CDMA multi-carrier demodulator. The rnulti-amer demodulator is also called a wideband chan- 

nelizer, since its function is to demultiplex and recover carrier signals which have been frequency 

rnultiplexed in a frequency spectrum. In this thesis the rnulti-carrier CDMA signal refers to specifica- 

tions documented in the IS-95+ CDMA Standard - Persona1 Station- Base Station Cornpatibility 

Requirements for 1.8 to 2.0 GHz Code Division Multiple Access (CDMA) Persona1 Communications 

Systems [5 ]  as adopted by Telecommunications Industry Association (??.A). According to the 1s-95+ 

standard [SI. a CDMA carrier channel has a bandwidth of 1.25 MHz. The frequency allocation plan 

specified by the IS-95+ standard [5]  is illustrated in Fig L. 1. On the fonvard link. from base station to 

cellular hand set, a Block A. B or C wireless operator can frequency multiplex up  to eleven 1.25 MHz 



CDMA carriers withiqa 15 MHz spectrum and transmit it over the air. On the reverse link, the radio 

signals with an aggregate bandwidth up to 15 MHz from mobile users are received by the base station 

transceiver and down-shifted to baseband. The frequency allocation plan for a Block A, B or C is 

shown in Fig. 1.2. The guard band shown in Fig. 1.2 is the frequency space where there is no carrier 

signal; its purpose is to decrease interference from and to the signals in an adjacent band. It should be 

noted that although this thesis puts an emphasis on cellular signals in Block A,B and C. signak in 

other blocks. i.e. Block D and E (5 MHz PCS Specuum Block). can also use the same DSP design 

with a minor adjusûnent in terms of bandwidth and the number of carnier signals. 

1 Personal Stations(Reverse Link) Base Station(Foward link) 
15 MHz 5 MHz I t) - 

1 1910 MHz '1930 MHz 

A D B E F C  

Fig. 1.1 PCS at 1.9 GHz frequenc y allocation plan 

A D B E F C  

1850 MHz 1990 MHz 



l Composite CDMA Carrier 
1 -25 MHz \ 

1.25 MHz 
- - -  

Fig. 1.2 ~ r q u e n c y  of the IS%+ standard [5] for Block A. B or C 

In this thesis it is assumed that the 15 MHz spectnim received at the base station is digi- 

tized at an intermediate frequency (IF'). Carrier channels from remote terminais contained in the 

spectmm are demultiplexed through a multi-carrier demodulation DSP and fed into a baseband 

CDMA demodulator operating on a per-carrier basis. as shown in Fig. 1.3. The RF stage receiver 

shown in Fig. 1.3 includes an antenna subsystem. high frequency bandpass filters. amplifiers and fre- 

quency down-shifters. The wideband CDMA spectmm of 15 MHz or 5 MHz is bandpass filtered. 

amplified and block down-converted to the IF frequency by the RF stage receiver. The signals out- 

side the selected block are anenuated. At the IF frequency further bandpass filtering, usually by sur- 

face acoustic wave (SAW) filter. is conducted by the IF stage receiver. In this manner the out of 

spectmm signals are funher attenuated. The IF suge signals are digitized by an ADC with sampling 

rate at least twice the maximum frequency component of the sipnals at the IF frequency. Undersam- 

pling of the IF signds is possible but it is nor considered in this thesis. At this point it should be noted 

that al1 the cornponenü before the ADC in the widr band receiver chain are analog. Digitization 



Stans at the ADC. The 11 individual caniers of bandwidth 1.25 MHz that have been multiplexed in 

1.9 GHz y r n M *  

Receiver 

1 IF swe 1-4 * t-) 
Receiver 

Mu1 ti-Carrier 

Demodulator 

DSP 

- - - - - - -  - -- -- 

Fig. 1.3 Simplified Structure of a CDMA Base Station wideband receiver chain 

the digitized spectmm are selected. demultiplexed and down-shifted to baseband by the multi-carrier 

dernodulator DSP. Since each CDMA camer  is modulated by the quadrature phase shift keying 

(QPSK) modulation format. each carrier has two output branches at the demodulator DSP: denoted as 

the I - in phase and Q - quadrature phase signals. The baseband I and Q signals of each carrier are 

then input to the baseband CDMA demodulator. Throughout this thesis. it is assumed that the base- 

band CDMA dernodulator accepts baseband signals at a sampling rate of 8 f c h i p T  where fchip = 1.2288 

MHz is the chip rate of the CDMA signal. A further assumption is that the input signal to the base- 

band demodulator is quantized to 4-bit accuracy. The main function of the baseband CDMA demod- 

ulator is to decorrelate or despread the composite CDMA baseband signals. The  output of the 

base band dem odulator is an estirnate of the transmitted information sequence. 



The design criteria of the rnulti-carrier demodulation DSP system is to minimize the corn- 

plexity and distortion added to the CDMA signals by the demodulator system itself. In addition, the 

DSP system has to process the CDMA signal so that it complies with the requirements set by the IS- 

95+ standard [5]. By the Nyquist samphg theorem, the sarnpling rate must be equal to at Ieast twice 

the signal bandwidth in order to maintain the integrity of the signal. Therefore. due to the large band- 

width of the CDMA signal, a high sampling rate is needed. DSP complexity is a function of number 

of operations performed per second which is in tum a function of signal sam~ling rate. In the case of 

digital filters such as finite impulse response (FIR) filters. a major type of digital filter used in this the- 

sis. the system complexity is a function of the data rate and the number of filter coefficients. in order 

to make the digital filters used in the DSPs realizable. the length of the digital filters has to be kept to 

a minimum. 

Two options for designing the multi-carrier DSP WU be considered: 1) down-shifting the 

desired signals to baseband on a per-carrier basis; and 2) multi-carrier frequency demuitiplexinp 

through a polyphase-FFï (Fast Fourier Transfom) transmultiplexer [6 ] .  These two options are dis- 

cussed in detail in Chapters Three and Four respectively. 

1.2 CDMA Overview 

Direct sequence code division multiple access (DS-CDMA). hereafter referred to as 

CDMA, is an air interface protocol utilizing spread spectrum techniques. The communications path 



from base station to handset is c d e d  the forward link. The communications path from handset to 

base station is called the reverse link. This thesis focuses on finding methods for multi-carrier 

demodulation for the reverse Iink. The following sections present an introduction to CDMA theory, 

and the structure of the forward link and the reverse link specified by the 1s-95+ standard [5].  

1.2.1 Introduction to DS-CDMA Theory 

In DS-CDMA. as specified in the IS-95+ standard [5 ] ,  data from d s e r e n t  users is rnodu- 

lated by a pseudo random binary sequence of different tirne offseü and share the sarne frequency 

spectrum during transmission. When one looks at a composite CDMA signal, signals from different 

users appear to be superimposed. The method by which data-modulated carrier from an individual 

user is spread by direct modulation of a wideband spreading signal is called direct sequence spread 

spectmm. There are other types of spread spectnim systems in which the spreading code is used to 

convol the frequency of transmission of the dam-modulated carrier. such as frequency hopping 

spread spectrum. DS- CDMA is the spreading scherne specified by the IS-95+ standard [5]  and there- 

fore the CDMA system discussed in this thesis refers to the DS-CDMA system. At the receiver of the 

CDMA system. after proper down-shifting and filtering operations. the overlapped CDMA signals 

from different users are separated by correlating or despreading with the same binary sequence that 

the reference user ernployed at the transmitter. By correlating a composite CDMA signal with a ref- 

erence pseudo random binary sequence. the interfering CDMA signals effectively appear as white 

noise. Thus the reference CDMA signal. which has been generated by modulation of the data 



sequence with the reference pseudo random binary sequence is extracted from the composite CDMA 

signals. 

Power control is used extensively in most CDMA systems. It is used to ensure that the 

signal power of each userhndset  sharing the same frequency spectrum has the same power k v i n g  

at the base station [27]. Assume a single ce11 site with perfect power control and N users. The base 

station receives a composite CDMA signal containing the desired signal from one user of power S 

and signals from the other N- 1 users of power S each. The interference power relative to the desired 

signal is (N- 1)s. The signal-to-noise ratio (SNR) for the desired signai at the base station is. ignoring 

thermal and other noise [27]. 

SNR = s -  I - -  
( N - 1 ) s  (N-1) 

Assuming that the information rate of a user is R and the bandwidth of the CDMA signal is W. the 

energy-per-bit-to-noise-density ratio. E@,, is [27]:  

S R' - - 
E b - = R -  R - -  
No (N- 1)s N-1 

W 

where Eb is the energy per bit and No is the effective noise power density which is the interference 

power per unit bandwidth. By cornparing (1.1) and (1.2). one finds that the E@, is WIR times 

greater than the SM. The WIR ratio is the processing gain [27]. Ignoring background noise and 

interference from other cells and assuming that the E@, required to obtain an acceptable error rate is 

6 dB. W = 1.2288 MHz and R = 9600 bits per second. up  to 32 users can simultaneously use this 



channel[29]. The low E& ratio used is due to the high redundancy error correction coding tech- 

niques employed in the CDMA system. 

The main attraction of the CDMA system relative to the analog and other digital systems 

is its gain in capacity. As suggested in [28], the cochannel interference reduction factor (CIRF) is: 

where Ds is the minimum separation between two cochannel cells and R, is the ce11 radius. For 

CDMA, unlike other air interface protocols. CIRF = 2 which means that the same radio channel can 

be reused in ail neighboring cells. Together with the low E G O .  voice duty cycle monitoring and sec- 

toMg, CDMA has the potential for high capacity systerns. 

1.2.2 IS-95+ standard CDMA Forward Link Transmitter 

In the fornard Mc. a handset user can occupy one "channel". Each "channel" is modu- 

lated by an assigned Walsh function which is selected from a set of 64 Walsh functions. There are 64 

Walsh chips in each Walsh function or Walsh syrnbol. The 64 Walsh functions fonn a Hadamard 

matrix [34]. A Walsh function is a row from the matrix. Each Walsh function is onhogonal to the 

other 63 Walsh functions. Suppose that the Walsh function consisn of 1 's and - 1 'S. The convolution 

of any two non-identical Walsh function is zero while the convolution of any two identical Walsh 

functions is 64. The Walsh modulation in the fonvard iink is conducted such that each error correc- 

tion encoded data bit is multiplied by 64 Walsh chips from the assigned Walsh function. Thus each 



data bit is spread to 64 chips. The Walsh spreading is done at 1.2288 MHz The data before spread- 

ing is at a rate of 19.2 kbit/s or tes.  

The Walsh modulated data at 1.2288 MHz is split into two branches: the 1 and Q signals 

branches of the CDMA signals. The Walsh chips at the I signal branch are further modulated by an 1 

-channe1 pseudo noise (PN) code and the Walsh chips at the Q signal branch are further modulated by 

a Q-channel PN code. Both 1,Q-charnel PN codes have the same period of 32,768 symbols but they 

are generated by different polynornials. At the 1 and Q signal branches the PN spread sequence is 

pulse shaped by a baseband filter and then quadrature modulated to the corresponding carrier fre- 

quency. For an input data rate of 9600 Hz. the Walsh and PN code spread the data by a factor of 128. 

This is equivalent to a 2 1 dB processing gain. 

One of the important characteristics of the forward link is the use of a pilot channel. The 

pilot channel is a "channel" with no data. It is modulated by the 0th Walsh function. The purpose of 

the pilot channel is to allow coherent demodulation at the handset The pilot channel only exists in 

the forward link since it would be power inefficient for each handset to transmit a pilot channel signal 

[27]. In addition. insertion of a pilot channel in the reverse Iink (handset to base station) would 

increase the CO-channel interference. This would, in tum. decrease capacity. Thus. there is no coher- 

ent demodulation in the reverse link. Besides the pilot channel. the 32nd Walsh function is reserved 

for a "sync channel" [SI. Al1 the other "channels" can be used for t r a c  or paging. As specified by 

the 1s-95+ standard [5] ,  a trafic channel is the path between handset and base station 
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Fig 1.4 Simplified fornard link transmitter structure 

for users and signaling traffic. In Fig. 1.4. a simplified forward link transmitter is shown. A detailed 

description of the forward link can be found in Figure 3.1.3.1- 1 of the IS-95+ standard [ 5 ] .  

1.2.3 IS-9S+ standard CDMA Reverse Link Ikansmitter 

In the reverse Li&, at the transmitter of the handset. digital information is encoded by a 

rate 113 convolutional code at a rate of 28.8 k symbolds. It is then rnodulated by Walsh functions. 

Walsh modulation in the reverse link is different from the modulation in the forward link. In the 

reverse link. the convolutional encoded information is grouped into blocks of 6 bits. From this 6-bit 

word a Walsh function is selected. In other words, each 6-bit information word is spread to 64 Walsh 

chips. The Walsh chip rate is 307.2 kcps (chips per second). The Walsh spread information is then 

spread by a very long PN code (period: 242- 1) at a PN chip rate of 1.2288 MHz. As a result each 



Walsh chip is spread by 4 PN chips. Different handsets have dflerent time offset in the very long PN 

code. This provides identification and security between different handsets. In addition, due to the 

large period of the very long code, a large addressing space is provided. 

The long PN code spread sequence is then split into two branches: the I and Q signal 

branches. At the 1 signal branch, an 1-channel PN code which is the same as the one used in fonvard 

link, is used to spread the sequence. At the Q signai branch. the sequence is spread by the Q-channel 

PN code and then delayed by one-half of a PN chip. The I and Q-channel PN code spread sequences 

are filtered by a baseband filter. After the baseband filtering the I and Q signal sequences are mapped 

into QPSK signals. Fig. 1.5 is a simplified block diagram of the svucture of the kth channel reverse 

link transmitter. A detailed description of the reverse link cm be found in Fig. 2.1.3.1-2 of the 1s-95+ 

standard CS]. 
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Fig. 1.5 Simplified Structure of the kth carrier channei reverse link transmitter 
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1.3 OveMew of Per-Carrier Down-Conversion Approach 
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Fig. 1.6 Per-carrier down-conversion structure 

The stmcture of the per-carrier down-conversion approach is shown in Fig. 1.6. in this 

approach. the CDMA signals from different carriers in the same frequency block are digitized at the 

IF frequency through a cornmon ADC which sarnples at fs. The relationship between f, and fiF . the 

center frequency of the IF. is such that fs should be greater than or equal to two times the highest fre- 

quency component of the CDMA signals at the IF frequency, i..e. the Xyquist rate. Sarnpling at a rate 

higher than the Nyquist rate can relax the requirement on the analog bandpass f i l  ter preceding the 



ADC. This is because s a m p h g  at a higher rate improves the separation between images of the spec- 

trum of the input analog signal within the spectnirn of the digitally sampled signal. These images c m  

be attenuated via digital filtering so the analog bandpass filter design c m  be sirnpfified. Moreover 

noise is spread over a greater frequency range by oversampling. This provides a gain in the SNR 

which, in turn, reduces the dynamic range requirement at the ADC. Despite the advantages of over- 

sampling one should also take into account that ADC speed is lirnited by current technology. Further- 

more, the ADC sampling frequency also contributes to the system complexity since the devices 

imrnediately after the ADC have to work at the ADC's sampling fiequency. As a result. the choice of 

f, should be a compromise that satisfies these conflicting requirements. On the other hand. it is 

assurned that the baseband CDMA demodulator has an input sarnpling rate of 8fchip- Therefore. in 

order to avoid using rate change DSP to perfom interpolation by a rational factor, which. in general. 

has high complexity. the ADC sampling frequency. f,, should be a multiple of the chip rate. 

After the ADC the selected carrier is down-shifted to base band by rnultiplying the CDMA 

signal with in-phase and quadrature-phase oscillator signals. The frequencies of the oscillator signals 

are the center Frequency of the selected carier and they are generated by a direct digital synthesizer 

(DDS) or a numeriçally controlled oscillator (NCO). Each c h e r  in the wideband CDMA spectrum 

has iü own down-shifting branch. After the down-shifted signal is decimated to a lower rate by a 

decimator, i t  is then processed by a carrier select FIR fiiter. Carrier selection at a lower rate reduces 

the complexity of the filter. Before the signal is fed to the baseband dernodulator, it is interpolated 

back up to 8fch,p which is the input sampling rate for the dernodulator. In addition. the CDMA signals 



is rounded-off to Cbi t  precision as required by the demodulator. In facf C b i t  quantization is a&- 

quate for a DS-CDMA system assuming the usage of automatic gain control circuitry. It is found in 

[35] by Doi et al, that quantization of a few bits at the baseband demodulator has minimal S N R  deg- 

radation in CDMA systems. Furthemore, the SNR stops irnproving when the number of quantization 

bits increases to greater than or equal to 4. 

1.4 Overview of Polyphase-FFTiTransmultiplexer Approach 

Stage 
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Baseband 
CDMA 
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Fig . 1.7 Polyphase-FFï Transmultiplexer Structure 

In this approach, the carrier demultiplexing is done by a polyphase-FFT7transmultiplexer 

(or in shon forrn TMUX) system, as shown in Fig. 1.7. The IF frequency, fIp . and ADC sampling 

frequency. f,. should be chosen such that the Nyquist sampling criterion is satisfied. In addition, the 

choice of fE and f, should allow some level of oversampling to the signals since oversampling 



irnproves the S N R  and relaxes the requirements fo r  both the bandpass filter preuding the ADC and 

the ADC precision. Furthemore, if f, =4fF then the cornplexity of the aansrnultiplexer front end is 

reduced. This is discussed in detail in Chapter Four. The function of the N-can-ier transmultiplexer is 

to perform 1 and Q signai separation of the individuai carriers digitally. Afier the N-carrier transrnul- 

tiplexer, the N carriers are demultiplexed and translated to baseband. The output of the transmulti- 

plexer for each carrier consists of two branches: 1 and Q. The sampling frequency of the output at 

each branch is a multiple of carrier spacing (carrier spacing is 1.25 MHz). This causes a compatibil- 

ity problem with the baseband CDMA demodulators which require the input sampling rate to be an 

integer multiple of the chip rate. fchip (fchip = 1.2288 MHz). A rate change mechanism. which is Capa- 

ble of interpolating the p e r - c h e r  output of the transmultiplexer by a rational factor. has to be added 

to the system. 

1.5 Literature Survey 

The nansrnultiplexer approach to group demodulation was uitroduced by Bellanger in [8 1. 

The uansmultiplexer consists of a polyphase nework (phase shifter) and a FFT. A transmultiplexer 

can be used as a frequency multiplexing or demultiplexing device. For the frequency multiplexing 

function, also called synthesis. N time domain signals are multiplexed in the frequency domain. For 

the frequency demultiplexing function. also called analysis. N frequency multiplexed sienals are sep- 

aratedldemultiplexed by the transmultiplexer to becorne N time domain signals. in [301 LVakaba- 

yashi e t  al conducted an investigation on a complete hardware irnplementation of a 24 carrier 



transmultiplexer using a digital signal processor. The transmultiplexer buih was a modification of an 

earLier mode1 of a transrnultiplexer which employed polyphase tilters and FFT. The modification was 

designed to reduce the word length requirement of the digital processor by reducing round-off noise. 

It was found that in order to comply with noise requirement by CCITï G.792, a 16 bit paraiiel digital 

signal processor is needed. 

In [3 11, Maruta et al buiit two transmultiplexers using high level DSP chip sets. The 

transrnultiplexen built are intended for frequency division multiplex (FDM)-time division multiplex 

(T'DM) conversion of 24 and 60 carrier PCM signals. Efficient implementations of a 14-point FFT 

were also developed. The main difference between the transrnultiplexer developed in [3 11 and the 

transmultiplexer in this thesis is that the transmultiplexer designed in [3 11 is intended for real single 

side band signals while in this thesis the transmultiplexer is designed for complex double side band 

signals. Furthemore. the transrnultiplexer in [3 Il is a critically sarnpled filter bank. The filter banks 

çonsidered in this thesis are oversarnpled filter banks. This issue is discussed in greater detail below. 

Transmultiplexcrs for double side band QPSK signal carrier multiplexing were designed 

by Hung in [ 6 ] .  Hung applied the transmultiplexer method to on-board satellite processing in com- 

munications. A time domain analysis description of the transrnultiplexer was developed in his work. 

In addition. timing and carrier recovery was also added to the transmultiplexer systern for symbol 

synchronization and accurate coherent demodulation. In Hung's transmultiplexer system the I and Q 

signal separation is performed in analog while in this thesis the received signals are digitized at the IF 



frequency and 1, Q separation is perfomed digitdly. In addition. similar to the transmultiplexer 

designed in [3 11, Hung's transmultiplexer is a critically sarnpled filter bank. 

Ln [6,8,11. 30-311, it has been assumed that each carrier has passband bandwidth, 2B, 

smaüer or equal to the carrier spacing of the FDM signal, M. For a N-carrier FDM signal at a sam- 

pling rate of NAF, the sarnpling rate for each of the demultiplexed carriers is AF. When 2B (AF the 

per-carrier sarnpling frequency at the output of the transmultiplexer can be equal to A F  without seri- 

ous aliasing. However when 2B > AF, sarnpling at AF  for each dernultiplexed carrier will cause seri- 

ous distortion due to aiiasing. To solve this problem Crochiere presented a detailed discussion in [9 ]  

of the modifications that have to be made to the transmultiplexer system for the case when the band- 

width of the individual carrier is greater than the FDM canier spacing (in other words 

2B>A F). Assume that the passband bandwidth of the carrier signal is 2B. the sarnpling rate for the 

multi-carrier FDM signal is fs=NAF and f,,, is the sampling rate for each demultiplexed carrier. 

i-e. the output sampling rate of the uansmultiplexer. Three cases for the design of the N-canier 

transmultiplexer are discussed: 

1) 

T h s  is a criticaily sampled filter bank and the output sampling rate for each demultiplexed carrier is 

equal to the camer spacing. The other case is. 

2) 2B 2 AF 



and 

where n is an integer and m l .  This is an oversampled filter bank and the output sampling frequency 

for each demultiplexed carrier is equal to an integer multiple of the carrier spacing. 

3) This case is simiIar to the second case, the carrier passband bandwidth is greater than the car- 

rier spacing and, 

where rn is a rational nurnber and m i l .  The output sampling rate for each demultiplexed carrier is 

equal to a rational multiple of the carrier spacing of the form kld where k and d are integers and b d .  

Tnnsmultiplexer designs according to Cases 2 and 3 are necessary when the carrier signal passband 

bandwidth is greater than the FDM carrier spacing. In Case 3 a new method called the weighted 

overlap-add structure [32] is used to design the transmultiplexer. This method is a generalization of 

the polyphase approach used by Cases i and 2 such that the polyphase carrier select filter is viewed as 

a "sliding time window" to the incoming signal. 

In the transrnultiplexer approach for the CDMA multi-carrier demodulator, the sampling 

rate of the per-carrier output is inconmensurate with the input sampling rate of the CDMA baseband 

dernodulator. Thus a rate conversion mechanism has to be used to interface the transmultiplexer and 

the demodulator. In [2]. Proakis et al discuss the impiernentation of a second order approximation 

rnethod for rate conversion by a rational factor. This method is especially useful when the acceptable 

quantization noise level for the approximated signal is moderate. 



In [27-291, the basic theory of the CDMA cellular interface is discussed. Various factors 

or charactenstics of the CDMA system that contribute to the high capacity of the CDMA system are 

dso investigated in these papers. The detailed structure and specification of the CDMA cellular inter- 

face, forward h k  and reverse link, are discussed in [S, 16,333. 

A "Software Radio" architecture is proposed by Mitola in [19]. A canonical software 

radio architecture is developed which envisions that a l l  the signals in a wideband specmm share the 

same RF front end and the signals are digitized after RF down-conversion. He clairns that with the 

advances made in the field of ADC and DSP techniques such an architecture is representative of the 

evolution of radio system technology. The ultimate goal is to conduct aU radio operations. except the 

RF receiver stage. in the digital domain or by software. In [18], Wepman discusses the importance of 

ADC to the software radio architecture. Various sampling techniques and technical specification of 

the ADC are examined. The advantage of software radio for PCS base stations is discussed in [ 171 by 

Baines. Baines States that a software radio architecture can provide flexibility and a concentration 

advantage to PCS base station design. In [17] the Limitations caused by the processing speed pro- 

vided by current DSP relative to the high data rate demanded by a sofnvare radio system is discussed 

by Baines. The processing performance of various DSPs from different manufacturers are listcd. 

Baines suggested that extensive sampling rate decimation should be employed in order to get around 

the "DSP bottleneck". 



The design of the wideband channelizer/demultiplexer in this thesis is based on the con- 

cept of the "Software Radio". This is expected to be the direction in which advanced radio technol- 

ogy will evolve. This thesis gives a detailed study of the application of the "Software Radio" concept 

to the mul t i -cher  CDMA system for PCS at 1.9 GHz. 

1.6 Contributions of the Thesis 

The major contribution of this thesis cm be surnmarized as follows: 

1) A per-camer wideband DS-CDMA QPSK multi-carrier demodulator/channelizer is 

designed with digitization of the signal at the IF frequency. The function of the rnulti- 

carrier demodulator is to demultiplex and recover the individual canier signals in a FDM 

spectrum. The resulting baseband signal is then input to a standard CDMA baseband 

demodulator. 

2 )  The time-domain description of the digital transmultiplexer by Hung [6] is extended 

to include the case where the per-carrier transrnultiplexer output sarnpling frequency is 

an integer multiple of the carrier spacing. 

3 A DS-CDMA QPSK multi-camer demoduIator/channelizer is designed using the 

transrnultiplexer method with digitization of the signal at IF. 



4) A rate conversion DSP system is realized using the second order approximation [2]  and 

logic to irnplement the rate conversion DSP. 

5 > Complexity estirnates for the transmultiplexer and per-carrÎer approach for 

carrier demultiplexing are developed. 

6). Performance of the transmulûplexer multi-camer demodulator is simulated 

and cornpliance with the requirements of the IS-95+ standard [5 ]  is verified. 

1.7 Presentation Outline 

This thesis is divided into six chapters. Chapter One provides background including a 

bnef introduction to the IS-95+ CDMA standard [5J. CDMA theory and the two major approaches 

considered for the multi-carrier dernodulator/channelizer: 1) a channelizer implemented by per-car- 

rier DSP and. 2) a channelizer irnplemented by a aansmultiplexer suucture. In Chapter Two. the per- 

formance requiremenü of the wide channelizer are denved from the specifications in the IS-95+ 

standard [SI. rate conversion rechniques and ADC precision considerations are discussed. In Chapter 

Three the per-camer channelizer is developed. In Chapter Four. the method of analytical signal gen- 

eration through I and Q signai separation is developed. This is foilowed by a time domain analysis of 

the transmultiplexer with emphasis on the case where the c h e r  bandwidth is greater than the camer 



spacing. Finally a rate conversion system using a 2nd order approximation DSP is developed. In 

Chapter Five, the method of designing the carrier select filter that has been used in Chapters Three 

and Four is presented. At the end of this chapter, different performance parameters are discussed. In 

Chapter Six, conclusions and recommendations for further research are presented. 



Chapter Two 

Performance Requirernents and System Considerations 

2 Introduction 

ln this chapter a discussion of the performance requirements specified by the IS-95+ s m -  

dard [5] and their effects on multi-carrier demodulator is presented. Since the demodulator performs 

iü functions in the digital domain. the role of the ADC is crucial to the demodulator's operation. The 

interrehtionship between dynamic range and quanhzation noise for the ADC in a DS-CDMA system 

is considered. As rate conversion is used extensively in the design of the demodulators. an introduc- 

tion to different sampling rate conversion techniques is presented at the end of this chapter. 

2.1 1s-95+ Standard CDMA Sys tem Performance Requirements 

According to the IS-95+ standard [5) .  each 1 and Q CDMA signal is shaped by a baseband 

filter at the transmitter. The mask of the baseband filter specified by the 1s-95+ standard [5] is shown 

in Fig. 2.1. S(f) is the frequency response of the baseband filter. The 1s-95+ standard [SI has pro- 

vided a set of 48 coefficients. h[n], to irnplement this baseband filter. Fig.2.2 is the plot of the fre- 

quency response of this set of coefficients. ~(4~). The h[n] provided are for a sampling frequency of 

4fchip = 4-9 152 MHz. In this thesis it is assumed that the CDMA transmitter has an impulse response 

identical to h[n]. 



Fig. 2.1 IS-95+ standard [SI CDMA baseband filter (1 -25 MHz carrier channel) 
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The baseband aansmitter filter specified by the 1s-95+ standard [5] is a symmetric FIR fil- 

ter whose phase characteristic is linear. In order to minimize intersymbol interference (ISI), the trans- 

mitter filter should be matched by a FXR filter with Linear phase characteristic at the receiver. 

In the Recornrnended Minimum Performance Requiremeno for Base Stations Supporting 

1.8-2.0 GHz Code Division Multiple Access (CDMA) PenonaI Stations [16]. a waveform quality 

factor, p, which measures the modulation accuracy of the transmitter is specified. p is measured at the 

receive end of the CDMA system and it is a measure of the modulation accuracy of the transmitter. 

The test procedure for this performance measure calls for an ideal test receiver designed to remove 

the ISI introduced by the transmit filter. Therefore. assurning that the transminer has an ided perfor- 

mance, p can be used as a measurement for the degradation to the waveform caused by an imperfect 

receiver, such as the demodulator developed in this thesis. By using the basrband filter specified by 

the IS-95+ standard [5] as the transmitter impulse response. an ideai trammitter cm be assumed. In 

this manner, p cm be used as a measure for the waveform quality of the receiver. 

TO obtain p. assume that Z[n] is the output from a transmittdreceiver çhain in which an 

ideal transmitter is included. Let &[n] represent the output from an ided rransmirrcr/receiver filter 

c h a h  with no ISI. Assuming sampling at ideal decision points. p is the measure of the fraction of 

power in Z[n] that correlates with R@]. It is a measure of the signal distortion and ISI caused by fil- 

tenng in the receiver. A p value equal to 1 means perfect correlation and no signal power is lost due 



to distortion. The formula for p is shown in (2.1): 
N 256 2 ; 12 z.* ..Oml*kl 

P = N 256 {c k =  1 i .o. j. k f }  {x izj. k r }  
j = l k = l  

where ZjVk = Z[256(j-l)+k] is the kth sarnple in the jth Walsh Function period, at the PN chip rate, of 

the measurement interval of Z[n] and RO,j,k = %[256(j- l)+k] is the corresponding sample of &In]. It 

should be noted that in the reverse link transmitter, after the Walsh spreading process. each Walsh 

chip is spread by 4 PN chips. Therefore. at the PN chip rate. fChip=I-2288 MHz, each Walsh hinction 

period is equal to 256 PN chips. 

In fact. since the sequence. Ro[n], consists of terms - 1 and 1. for an ideal trammitter/ 

recriver chain the summation over k in the numerator of the expression shown in (2.1) is equivalent 

to the PN and Walsh despreading operation in the baseband CDMA demodulator in which convolu- 

tion is performed over the 256 symbols of the PN/Walsh penod. The terms in the denominator of the 

expression in (2.1) are the normalization of the Walsh convolution result Furthemore, the p value is 

the correlation coefficient taken at the best synchronization/decision point. At other synchronization/ 

decision points the correlation coefficient will be less than the maximum p value. If correlation coef- 

ficient values at different synchronization points are plotted. an cye shaped curve will be formed. The 

highest point or the eye opcning is the maximum p. Sirnilar eye diagrams can be obtained if the nor- 

malized summation of al1 the Walsh convolution results over the whole received signal sequence, at 

different decision points. are plotted instead of the p values. As a result. the p value is a measure of 



the maximum eye opening and a measurement of the amount of degradation the demodulator has 

introduced to the CDMA despreading process. Moreover, p is also a measure of the crosscorrelation 

between the received signal and dl possible transrnitted symbols. 

It is specified by [16] that a CDMA system should have a signai sensitivity such that a 

frame error rate (FER) of 1 I or less is to be maintained in its normal operating environment. For the 

reverse (subscriber-to-cell-site) cornmunications M c ,  noncoherent reception and independent fading 

of all  users is assumed. With dual antenna diversity, the required E@, is 6 dB per antenna ( assum- 

ing the use of a relatively powerful constra.int length rate = 1/3~convolutional code) 1291. p and FER 

are related in the sense that p. the correlation between the received signal and the information signal. 

is a measure of the maximum eye opening. In the receiver there are a number of impairments. due to 

irnperfect receiver filtering. synchronization and carrier recovery. etc. These irn pairments increase 

the E& required to achieve the FER objective. The design objective of the multi-carrier demodula- 

tor in this thesis is a maximum of 0.25 dB E& degradation due to imperfect filtering in the demod- 

ulator. This translates to a p value of 0.95 ( since the E@Jo degradation = IOlogp ). As a result. in 

order to make the CDMA system robust to ISI and to satisfy the performance specifications. an 

acceptable p value is between 0.95 and 1. 

In the PCS 1.9 GHz frequency specuurn. a CDMA carrier may face interference from dif- 

ferent sources. These interference sources can be canien from other PCS operators. perhaps using 

different air interface protocols such as Time Division Multiple Access (TDMA), or existing point-to- 



point or point-to-mulh-point microwave systems that aiready use the 1.9 GHz spectnm. To obtain 

acceptable performance in the presence of these degradations, system performance with a single tone 

interferer is specified. Single tone desensitization is a measure of the ability to receive a CDMA sig- 

nal on the assigned carrier frequency in the presence of a single tone that is offset from the center fre- 

quency of the assigned cmier. In [16] it is specified that in the presence of a tone interferer, with a 

frequency offset of +/- 1.25 MHz. which has a maximum strength of 90 dB above a CDMA carrier. 

the S N R  shail not increase by more than 3 dB to maintain a FER of less than 1.5% with a 95% confi- 

dence level. In the followi~g. we fint examine the noise level in a CDMA system. In a CDMA sys- 

tem. the in-band noise includes thermal noise, noise from electronic devices in the radio receiver and 

quantization noise added by the ADC. The in-band noise cm be calculated as foliows [18]: 

Noise Floor = - 174 dBm + IOlog(1.2288 MHz) + Noise Figure (NF) 

= - I l 3  dBm + N F  (2.2) 

The thermal noise power density of the signai at room temperature is - 174 dBm/Hz [36]. At a signal 

bandwidth of 1.2288 MHz. the thermal noise is - 113 dBm. Noise from electronic devices and quanti- 

zation in the radio can be pararnetrized as the system noise figure (NF). Assuming a value for the M 

is 6 dB [18], the noise floor according to (2.2) is -107 dBm. As specified by [16]. at a 1% FER. the 

CDMA signal should have a strength of less than - 119dBm. In the spreading and despreading chain. 

processing gain. Gp, is added to the CDMA signal. In (2.3) below. the processing gain given by a 

direct sequence CDMA system is shown. 

where Bs is the bandwidth of the signal after spreading and B,,, is the bandwidth of the original 



information before spreading. This processing gain improves the SNR of the CDMA signal. In our 

case Bs is 1.2288 MHz which results from spreading the 9600 bitls data by a factor of 128. Thus the 

processing gain is approxirnately 21 dB. Therefore afkr the despreading process, the resulting Eflo 

is less than 9 dB. In the following we assume a CDMA receiver sensitivity of -122 dBm for a FER of 

1.5 Z. Thus. a tone of strength 90 dB above the CDMA signals will be equal to (-122 + go)=-32 

dBm. in order to maintain the FER of less than 1.5%. the tone that leaks through the receiver filter 

should be attenuated to the sarne level as the noise floor. In this manner, the total noise is increased 

by 3 dB. The S N R  can then be maintained by increasing the signal power by 3 dB. As has been cal- 

culated in (2.2). the noise floor is about - 107 dBm. Since die tone has a power of -32 dBm, the mini- 

mum attenuation that the receiver filter has to provide in order to attenuate the tone to the noise tloor 

is -(107-32) dB = -75 dB. Given a rnargin of 10 dB for phase noise. ADC degradation and adjacent 

carrier selectivity, the stopband attenuation at frequency positions greater than or equal to 1.25 MHz 

t'rom the CDMA carrier should be at least -85 dB. The above analysis on the minimum tone attenua- 

tion requirement is graphically illustrated in Fig. 2.3 and the corresponding calculations are tabulated 

in Table 2.1. 

In addition to the requirements mentioned above. it is also stated in [16] that the noise 

bandwidth of the receiver should be less than 625 kHz. The noise bandwidth for an analog filter with 

an impulse response h(t) c m  be calculated as follows [22]: 



where IH(f)i is the magnitude of the frequency response (gain factor) of h(t) and IH,I is the maximm 

value of the gain factor. 

2 1 dB Processing Gain 
- 122 dBm 

Tone 

Signai Level 
After Processing 
Gain 

Noise Level 

CDMA Signal 
Level Before 
Processing Gain 

Fig. 2.3 Relationship of CDMA signal and tone level 

Table 2.1 : Tone attenuation requirement 

Tone 90 dB above signal 
v 

Signai -122 dBm 
I 

Tone -32 dBm 

Sienai Mer pro ces in^ Gain I 

1 Tone Attenuation needed 1 -85 dB 1 

2.2 ADC Precision Considerations 

By the Nyquist sampling theorem [9], the sampling rate for a baseband signal has to be at 

least twice the highest frequency component of a signal. Therefore the sampling frequency of the 



ADC shown in the front end of the system in Fig.l.2 has to be at les t  2(fF + signal bandwidth 12). 

The ADC sampling rate can be lower than the Nyquist rate for bandpass sampling [20]. However 

bandpass sampling for ADC is not considered in this thesis. It is possible to irnprove the dynamic 

range of an ADC by increasing the signal sampling rate. By doing so, quantization noise from the 

ADC is spread over a wider frequency range and the effective spurious free dynamic range (SFDR) of 

an ADC is increased [17]. SFDR is a measure of the ratio of signal power to the Iargest spunous 

product power. SFDR is direcdy related to the ADC dynamic range. The contribution to the SFDR 

by oversampling is 

Sampling frequency SFD G a i n ~ v r n a m p l i n l  - 
2 - signal bandwidth 

Due to noise and interference from other signais in a cellular environment, it is advantageous to 

increase the SFDR of an ADC. Increasine the signal sampling rate is one way to accornplish this 

increase of the SFDR. 

To investigate the bit precision of the ADC used after the IF receiver stage. one should 

consider the acceptable noise level in the signals after sarnpling. As calculated in (2.2). the noise 

Roor for the CDMA system is at -107 dBm with the assumption that the value of the NF is 6 dB. 

Assume that in the 6 dB NF value. 5.5 dB is allocated for noise from electronic devices exchding the 

ADC. The remaining 0.5 dB is due to quantization noise. The cornbined thermal and electronic 

7 device noise is (- 1 13+5.5) dBm = - 107.5 dBm. Define OThermal N ~ ~ ~ ~ -  as the power of the combined 



thermal and electronics noise and oQ,,-2 as the power of quantization noise. Then 

and 
2 2 

o~uanr i ia r ion  Noise = o~122aThlicnnal Noise 

2 
= -9.'" of C ~ , e r n a ,  h i s e  

By (2.7) the quantization noise level is at (-107.5 - 9.1) dBm = -116.6 dBm. 

As mentioned in Section 2.1, the maximum tone interferers are of strength -32 dBm. The 

difference between the tone and the quantization noise floor is (116.6 - 32) dB = 84.6 dB. Thus the 

ADC is required to provide a spurious free dynamic range (SFDR) of 84.6dB. For the case of the 

transmultiplexer approach to carrier demultiplexing, the half-band lowpass filter used in the transmul- 

uplexer has a very gende transition band roll-off and the noise bandwidth is greater than the signal 

bandwidth. Therefore. the gain in ADC SFDR by oversampling has to be calculated at the input of 

the transmultiplexer. At each of the 1 and Q signal branches in the receiver, see Fig. 1.7. before the 

transmultiplexer. the signal sampling rate is decirnated to 15 MHz. By (2.5) the gain in effective 

ADC SFDR due to oversampling is 10.8 dB. Therefore the SFDR needed €rom the ADC is reduced 

from 84.6 dB to 73.8 dB. It is shown in [36] that the ratio of full-load sine wave power to quantiring 

distonion power ( S D )  is: 

where n is the number of ADC bits. Using equation (2.8). the number of ADC bits required is 12 bits. 



Given a 6 dB margin to other system irnpairmenü, 13 bits are required, as a one bit increase in resolu- 

tion in the ADC corresponds to a 6 dB increase in S/D. 

For the per-carrier approach, the SFDR gain due to oversampiing is irnproved due to the 

fact that the digitized signal is passed through a narrow passband decimation filter. The oversampling 

gain can be calculated at fs=48fdiip- By (2.5) the SFDR gain is 16.7 dB. Therefore the SFDR needed 

to be provided by the ADC is reduced to 67.9 dB which requires 1 1 bits. Adding 1 ADC bit as the 

rnargin for other system impairment and for ease of implementation. a 12-bit ADC is required. 

The ADC precision calculated above is determined by the specification for single tone 

desensitization. The relationship between the SNR and the num ber of quantizing bits output by the 

A.DC for DS-CDMA signais âione cm aiso be calculated. Following [27] for a single ce11 and a sin- 

gle c h e r  system with power control, 

where R is the user information rate. W is the bandwidth of the CDMA signai. N is the number of 

users sharÏng the same CDMA c a ~ e r  and S is the signal power of a single user. In [35] .  i t is s h o w  

that assuming that an automatic gain controller (AGC) keeps the  standard deviation of the input DS- 

CDMA signal to one-fifth the range of an ADC. then. with a 4 bit ADC the degradation in EdN, is 

minimal. The function of the AGC is to reduce the amplitude of the input to reduce clipping distor- 

tion. 



An upper bound on the number of bits, nbit. required for ADC for a multi-camer CDMA 

signal with n carriers is then 

nbit = 4 + logz(") 

= 8 bits for 11 carriers (2.10) 

This calculation assumes (equal) power control for each carrier and mo other interference such as 

without single tone interference. Therefore. the ADC dynmic range required fcr a multi-carrier 

CDMA demodulator operating in the environment specified by the IS-95+ standard [5] is set by the 

specification for single-tone desensitization. 

It should be noted that the analysis above for the required ADC bit precision is a function 

of the NF budgets. However the same procedure can be used to caiculate the ADC bit precision for 

different NF budgets. 

2.3 Introduction to Sampling Rate Conversion 

Sampling rate conversion techniques are used extensively in the design of the multi-car- 

rier demodulators and are applied in two main areas: 1)  decimating the received signal sampling such 

that the digital processing of the signal is possible using current technology and to minimize system 

complexity and 2) interpoiating the signal to the rate required by the baseband CDMA demodulator. 

In the following sections rate conversion techniques such as interpolation. decimation and rational 

factor rate conversion are discussed [9] .  



2.3.1 Interpolation 

When the sampling rate of the signal sequence, x[n], is to be increased by an integer fac- 

tor, the process is called interpolation. To do the interpolation one can pas x[n] through the structure 

shown in Fig. 2.4 [9]: 

Fig. 2.4 Smcture for interpolation by an integer factor L 

The frequency response of x[n]. x(ejW). is shown in Fie. 2.5. By passing x[nJ through the up-sam- 

pler w[m] is obtained. w[m] is a sequence at a sampling rate of fsi= Lf, and it is defined in (2- 1 1): 

Equation (2.11) is actuaily a functional description of the up-sampler: a padding of L- 1 zeros 

between every two consecutive samples of x[n]. The frequency response of ~ [ n ] . W ( e ' ~ ) .  is shown 

in Fie. 2.6. From Fig. 2.6 one can see that images have been introduced at multiples of fS iL  or f,. As 

a result a lowpass filter. g[m] with a cutoff frequency of (fsilL)-B is required to remove the images 

introduced by the interpolation operation. Y(dW) is the frequency response of y[n] which is the out- 

put  of the interpolation lowpass filter g[m] and it is shown in Fig. 2.7. 



Fig. 2.5 Frequency Response of x[n] 

Fig. 2.6 Frequency response of w[m] 

Fig. 2.7 Frequency response of y[m] at sampling rate Lf, 



The equation for interpolation by a factor of L is shown below in (2.12), (2.13) and (2.14): 
œ 

where k/L is an integer. Equation (2.12) is the convolution between the zero-padded x[n], denoted 

w[m]. and g[m]. Equations (2.13) and (2.14) show the relationship between the interpolated signal 

sequence y[m] and input x[n]. It should be noted that although the lowpass filter. g[m], is running at 

a sampling rate of Lfs . the. original input. x[n], is ar a rate f,. This is because L-1 zeros have been 

added between the consecutive samples of x[n]. 

2.3.2 Decimation 

In order to reduce or decimare the sampling rate of a digitized sequence. x[n], at a sarn- 

pling rate 4 by an integer factor, M. one c m  use the structure shown in Fig. 2.8 [9] .  



Fig. 2.8 Structure for decimation by a factor of M 

The sequence, g[n], is the impulse response of a lowpass FIR filter and the second box in the diagram 

represents a down-sampler. In the down-sampler every Mth sample in the w[n] sequence is chosen 

for funher signal processing. Effectively dl devices to the left of the down-sampler are clocked at the 

rate f, and all devices to the right of the down-sampler are clocked by fs/M=fsd. Lf we consider x[n] 

to be the impulse response of a lowpass signai with bandwidth 2B, and x(dw) to be its frequency 

response. then w[n] is the result of convoIution between x[n ] and g[n] as given in (2.15): 

In Fig. 2.9 and 2.10 the frequency response of x[n] and w[n] are shown respectively. 

b 

Fig. 2.9 Frequency response of x[n] at sarnphg rate f, 



Fig. 2.10 Frequency response w[n] at samphg rate f, 

Fig. 2.1 1 Frequency response of y[m] at sampling rate fsd=f@ 

w(dw) is the frequency response of w[n]. in Fig. 2.10 it can be seen that X(dW) has been 

band lirnited by g[n], the decimation lowpass filter. The bandwidth of w(ejw) is fs/M. Y (ejw). as 

shown in Fig. 2.11. is the frequency response of y[m], which is the down-sampled version of ~ [ n ] .  In 

the frequency domain the down-sampling process can be seen as a lateral translation of w(ejW)'s 

image at f, towards baseband. The goal of such a translation is to have W(eJW)'s image centered on 

fsd=fs/M. If the decimation lowpass filter is omitted. the decimation process would cause senous 



aliasing of the signal x[n] since the bandwidth of x(ejw) is 2B which is bigger than f@. The fie- 

quency boundaries of the down-sampled x(dw) would be ovedapped by its image. Therefore the 

decimation Iowpass filter with stopband at fJ(2M) is necessary to avoid aliasing caused by the deci- 

mation process. Ln (2.16) beiow, a mathematical relationship between y[m] and x[n] is shown [9]:  
- 

y h l  = g[Mm-nlx[nl (2.16) 
n = -  

It should be noted that at the down-sampler every Mth sampie of w[n] is picked and all 

other samples are discarded. Therefore, although the decimation lowpass filter is operating at a sam- 

pling rate of f, the effective output data rate of the filter is actualiy fs/M=fsd. 

2.3.3 Rate Conversion for Rational Factor 

In the previous two sections the iss ues of interpolation and de cimation by an integer factor 

are discussed. If the interpolation or decimation rate is not an integer but a rational number the struc- 

tures shown in the previous sections rnust be combined. Let the rate conversion factor be a rational 

number L/M. then the structure shown in Fig. 2.12 can be used to do the rational factor rate conver- 

sion [9] .  



Fig. 2.12 Structure for rate conversion by a rational factor L M  

In Fig. 2.12, gk] represents a lowpass filter used bodi to filter out imags.  introduced by 

the interpolation process. and avoid aliasing caused by the decimation process. The structure shown 

in Fig. 2.12 can be very complicated if the numerator and denominator of the rational factor are large. 

In this case one can use other techniques such as implementing g[k] as a polyphase Filter or using 2nd 

or higher order linear interpolation rate conversion mechanisms. Rate conversion using 2nd order 

h e a r  interpolation will be discussed in detail in Chapter Four. 



Chapter Three 

Per-Carrier Down-conversion Approach to Carrier Demultiplexing 

3 Introduction 

in this chapter the per-canier down-conversion approach tu carrier dernultiplexing is dis- 

cussed. The design of various components of the per-carrier system is presented. The impact of 

quantization error on the performance of the per-carrier demodulator is investigated. At the end of 

this chapter. an estimate of the sysrem complexity of the per-carrier approach is presented. 

3.1 Per-Carrier Overview 
- - 
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The system block diagram shown in Fig. 3.1 represents the structure for dernultipIexing 

one carrier from the 15 MHz CDMA spectrurn using a per-carrier down-conversion approach. In 

order to demultiplex the N carriers multiplexed in the CDMA spectrum. there are N branches in the 

carrier demultiplexing DSP identical to the stnicture shown in Fig. 3.1. M e r  the bandpass SAW fil- 

ter, with passband bandwidth approximately equal to the CDMA signal block of interest. the CDMA 

signal block centered at fF , the center frequency of the IF band. is digitized by an ADC. The sam- 

pling frequency of the ADC is f,. The carrier selected in the CDMA specmm is down-shifted to 

baseband by multiplying with a sin/cos function whose oscillator frequency is tuned to the frequency 

of the selected carrier. The functions of the sinkos mixers and the NCO are to perform 1. in-phase. 

and Q, quadrature-phase, signal separation, and carrier dom-conversion. After the down-conver- 

sion, the 1 and Q signals are procesçed by a channelizer DSP. Inside the DSP there is a decimator. a 

carrier select filter and an interpolator for each of the 1 and Q signal branches. At the decimator. the 

sampling rate of the signal is decimated by a factor of d. At the decimated sampling rate. the sisna1 is 

fed into a carrier select filter at each of the 1 and Q signal branches. Afrer the camer select filter. the 

signal sarnpling rate is interpolated by a factor of i by an interpolator. The output of the channslizer is 

then input to the baseband CDMA demodulator. 

The selection of the ADC sarnpling rate. f,. and fF should provide for oversampling for  

the CDMA signals. The choice of fF and f, should not only satisfy the Nyquist sampling cri teria but 

also provide for adequate separation of the images of the analog CDMA signais so that the design of 

the analog circuitas, preceding the ADC can be simplified. On the other hand it is possible to lower 



the IF frequency to the iimit that the CDMA signal approaches baseband in order to increase the over- 

sarnpiing rate or  altematively to decrease the sampling rate. However, this makes the realization of 

the down-shifting cornponents of the IF receiver stage more difficult. Furthermore. since the base- 

band CDMA demodulator requires that its input signal sampling frequency be at 8fchip, where fchip 

=1.2288 MHz, f, should be a multiple of the chip rate in order to avoid complicated rational factor 

interpolators. As a result. the frequencies, fF and f, . are chosen to be 12fchip and 48fchip respectively. 

The f, selection can be lowered in order to reduce system complexity. This will be discussed later in 

this chapter. In this way, the DSP cornponents following the ADC can operate in a lower rate. How- 

ever, in order to make a direct comparison with the transmultiplexer approach. discussed in Chapter 

Four. the fF and f, are selected such that they approximate the aansmultiplexer values. 

It is possible to perfom quadrature demodulation. Le.. 1 and Q signal separation. in analog 

and digitize the 1 and Q signals separately at baseband. iike the approach used by Hung in [6].  How- 

ever such a method requires two ADCs and introduces 1. Q amplitude and phase error. 

3.2 Channelizer DSP 

Fig. 3.2 Per-carrier channelizer DSP Structure (For 1 QPSK rail) 
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The per-canier chmelizer DSP shown in Fig.3.2 is irnplernented as a cascade of a cas- 

caded-integrator-comb (CIC) decimator [Il, a FR filter and a CIC interpolator. The CIC decimator 

in this thesis is caiied the high decimation filter W F ) .  It is a f o m  of CIC filter which is configured 

as a down-sampler and a decimation filter. It is desirable to decimate the sampling frequency of the 

signals digitized at the IF frequency to the lowest possible rate. In this way, the number of operations 

that need to be performed by the per-carrier channelizer is reduced. If no decimation is done. the 

number of operations expressed in million instniction per second (MIPS) will be so high that the DSP 

will not be realizable by cument technology. in addition, after the decimation process the signal sam- 

pling rate should still remain as an integer multiple of the chip rate in order to avoid using expensive 

rational factor rate conversion DSPs. Finally. the decimated signal sampling rate should also rnain- 

tain the integrity of the signal and prevent distortion caused by aliasing during the decimation pro- 

cess. Based on the cntena stated above, the decirnated sampling rate for the per-carrier CDMA 

signak is selected as 2fchip. TO achieve this sampling rate reduction. a decimation rate of 24 is 

required at the HDF. The carrier select filter shown in Fig.3.2 is a FIR filter designed to provide car- 

rier selection. pulse shaping and compensation for the effect of the HDF and CIC interpolator on the 

spectral shape of the incoming CDMA signal. In the following sections a detailed discussion of the 

structure for the HDF, CIC interpolator and camer select filter design is presented. 



3.2.1 High Decimation Filter (HDF) 

The HDF is a cascaded-integrator-comb (CIC) decimation filter developed by Hogenauer 

[l]. Inside the CIC decimation filter there is an integrator section and a comb section. As s h o w  in 

Fig. 3.3. there are no multiplication operations in the HDF, there are only additions. Thus no storage 

for filter coefficients is needed. The integrator section operates at the sampling rate f, which is the 

sampiing rate before decimation. In Our case the sampling frequency before decimation is equal to 

48fchip =58.9824 MHz. f h c  system function for a single integrator in z-transform notation. where 

z=eJw, is 

- -- -- - -  

Integrator Section Comb Section 

Fig. 3.3 Cascaded-Integrator-Comb decimation fllter 

The comb section for the CIC filter operates at fJR. where R is the decimation rate. In our 

case fSR= 2fchip=2-4576 MHz. The system function for a single cornb filter is shown in (3.2): 

H, ( z )  = ( 1 - ?"") ( 3 -2 )  

2-'- z-" z - 1 . . . + o.. 

N Stages - 1 N Stages 

. .a ,  m a @  
w fs 



where M is called the differential delay. An N stage CIC filter has an overall system function of 

It can be seen from the CIC's overall system function that it has linear phase and that it is in fact 

equivalent to a cascade of N FIR filters. The frequency response of the HDF filter, P(f), is [Il: 

2N 
sin xMf Pu,= - [ 

[n Fig.3.4, the frequency response of a 8-stage decimate-by-24 CIC filter with fs=48fchip as reference 

frequency is shown. 

MHz 
Frequency 

Fig. 3.4 Frequency response of HDF M=l, R=24, N=8 

There are nulls at  multiples of f/(RM) in the frequency response shown in Fig. 3.4. By 

adjusting M. the positions of the nulls. shown in Fig. 3.4, can be changed. R is the decimation rate of 

the HDF which is 24 in Our application. In the HDF, the signals are decimated from 48fchi, by a fac- 



tor of 24 to 2fchp. In Fig. 3.5 and 3.6 the frequency responses of the HDF with its image after the 

decimation process are shown for M=2 and M=l respectively. The dotted line shown in the diagrams 

is the image created by the decimation process. The overlapping region between the solid h e  and 

dotted line experiences distortion caused by aliasing. One of the objectives of the HDF is to make the 

aliasing region as small as possible. In this way the integnty of the signal can be maintained. 

The differential delay. M, is chosen to be 1 for two reasons. The first reason is that the 

passband roll-off of a HDF with M=2 is steeper than a HDF with M=l. A steeper passband roll-off of 

the HDF response will make its effect on the CDMA signal more difficult to cancel out. At 625 kHz. 

the passband edge of the 1.25 MHz CDMA carrier, the attenuation introduced by the M=2 HDF. 

~ ~ ( e j ~ ) ,  is -35 dB. while for the M=l HDF. ~ ~ ( e j ~ ) .  the attenuation at 625 kHz is only - 15 dB. 

These results are shown in Fig. 3.5 and 3.6 respecavely. The second reason. for selecting M= l, is 

that the memory storage requirement of a HDF for M=2 is double that of a M=l HDF. 

By measuring the difference between Hl(eJw) and its image at a particular frequency. the 

SNR of the signal at that frequency is obtained. This assumes that the spectral density of the input 

signal is uniform across the band of interest In Fig. 3.7. a plot of the SNR for the HDF as a function 

of N. the number of stages. is shown for N=4 to 8 and R=24. 
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The value of N cm be used to control the arnount of passband aliasing or imaging error of 

the HDF response &ter decimation. In the EDF, aliasing is inversely proportional to the nurnber of 

stages. To determine the order of HDF needed, one should consider the distortion caused by the alias- 

ing of the in-band interferers during the decimation process. The in-band interferers can be signals 

from sources such as the existing microwave users in the PCS spectnim or other PCS air traffic proto- 

cols. e.g. Time Division Multiple Access (TDMA) systems such as the Global System for Mobile 

Communications (GSM). which may share the sarne frequency block. Each in-band interferer is 

assumed to be a tone of maximum strength 90 dB above a CDMA camer at an offset of +/- 1.25 

MHz or beyond to the CDMA carrier assignment as specified by [16] (discussed in Chapter Two). 



The interferers are within the 15 MHz CDMA signal spectmm, which is also inside the passband of 

the IF SAW bandpass filter preceding the ADC of the carrier demultiplexing DSp These tone inter- 

ferers are not attenuated at the IF receiver stage. After the decimation process, interferen at a 1.25 

MHz offset to the camer wii l  be aliased back to a 1.25 MHz offset to the carrier. The distortion 

caused by the aiiasing is beyond the passband, 625 kHz, of the CDMA signals. However, interferers 

at frequency offsets further away from the CDMA carrier will be aliased back to the passband of the 

CDMA cmier. Assume that such interferers have the maximum strength of 90 dB above the CDMA 

carrier. Taking into account the -107 dBm noise floor of the CDMA signals and a CDMA signal 

strength of -122 dBm. then to maintain adequate E& a minimum of -75 dB passband image atten- 

uation is needed from the HDF in order to attenuate the aliasing tone interferers down to the noise 

floor. In addition to passband image attenuation, the HDF should also provide an adequate attenua- 

tion for the images of the tone interferers introduced by carrier down-conversion. If these tone 

images are not attenuated sufficiently. they wili alias back to the passband of the signal durhg the 

decimation process. To effectively eliminate the effect of these tone images. a 100 dB attenuation is 

required îo provide a 10 dB margin for other system impairments. From Fig. 3.6. it is s h o w  that an 

8th order CIC decimation filter has a minimum of -80 dB passband image suppression at 625 kHz. the 

passband of the CDMA canier. and more than -100 dB attenuation power at frequency offset to DC 

greater than 2 MHz. Therefore. it is used for the HDF. It should be noted that if in-band interferers 

have strength higher that 90 dB. a higher order HDF is necessary to provide adequate passband image 

suppression. 



In addition to the distortion caused by in-band interferers. distortion can also be caused by 

aliasing of other CDMA carriers in the spectnim during the decimation processing. Assume that 

there are N users, each of power S, sharing a single CDMA carrier. For any particular user signal the 

interna1 noise confronted is from the other N-1 user signals on the same carrier with a total power of 

(N- 1)s. For an aliasing CDMA carrier with N users as a whole, we have an aggregate power of NS. 

This aliasing power. NS, has to be attenuated so that it is significantly below the cochannel interfer- 

ence Level faced by a single user's signal. Let's assume that the noise due to an adjacent carrier 

should be kss than the noise due to a single CO-channel interferer by a factor of 100, i.e the adjacent 

carrier attenuation is equal to l/(lûûhi) where N is the number of users in the adjacent carriers. In 

other words the aliasing power NS has to be attenuated by at least -38 dB assuming that there are a 

maximum of 64 users in the composite adjacent carrier signal. Considering the -80 dB passband 

image attenuation provided by the 8th order HDF, it can be concluded that the 8th order HDF pro- 

vides an adequate attenuation of adjacent CDMA carriers. 

The baseband signal output of the HDF is at a sampling rate of 2fchip=2.4576 MHz. This 

signal is thzn processed by the carrier select filter, discussed in the next section. M e r  the carrier 

select filter. the sampling rate of the signal has to be interpolated to 8fChip=9-8304 MHz in order to 

feed into the baseband CDMA dernoduiator. This process is discussed in Section 3.2.3. 



3.2.2 Carrier Select Filter 

Fig. 3.8 Conceptuai representation of digital transmitter and receiver chah 

j 
l 

1 

Assuming that there is no noise or non-iinearity in the channel. and perfect carrier recov- 

ery, the transmitter/receiver chah can be represented by the structure shown in Fig. 3.8. The nans- 

mitter can be represented by its impulse response, ~ [ n ] ,  and the receiver filter function cm be 

represented by its impulse response, r,[n]. Let d[n] represent a sequence containing information and 

I 1 
L ,-,--- -- ,-,, --,A 

Transmîtter 
Impulse 
Response 

d&] the corresponding output sequence of the uansmittedreceiver c h a h  The relationship between 

d[n]. d,[n] and the transmitter/receiver c h a h  is shown in (3.5) 

dl, In1 = d [nl tx h l  r, [nl  

Receiver 
Impulse 
Response 

In the frequency domain (3.5) can be written as 

d&l 
I +  

I 

where II(ejw) is the frequency response for d[n]. ~ , ( e j ~ )  is the frequency response of d,[n]. ~ , ( e j ~ )  

and Rx(dW) are the frequency response of the transrnitter and receiver respectively. The producr of 



TX(dw) and %(dw) foms the system function of the transmitter/receiver chain. In order to satisfy the 

Nyquist criteria for zero ISI and minimize the channel bandwidth. the system function must satisfy 

the following conditions [23]: 

where 1/T is the data rate of d[n] and X(w) is the frequency response of the transmitter/receiver c h a h  

Raised cosine pulse shape with excess bandwidth P is a pulse shape of finite length that cm satisfy the 

zero ISI requirement. It has a frequency charactenstic as follows: 

X ( w )  = ;[l- un [&W - f)]] ! 
The condition for zero ISI is satisfied if the cascade of transmitter and receiver filters is equal to a 

raised cosine pulse shape. Graphically. since the passband response of a raised cosine pulse is rela- 

tively Bat. the rJn] should be designed to cancel out the passband ripple of the baseband filter shown 

in Fig. 2.2. 

After the CDMA signds have passed through the HDF. a carrier select filter is used to fil- 

ter out the out-of-band signals. which have also been down-shifted dunng the multiplication by the 

sinkos functions. while preserving the selected c h e r .  In addition. the carrier select filter is also 

responsible for compensating for the attenuation of the signal introduced by the roll-off of the HDF 



and the CIC interpolator. Besides carrier selection the carrier select filter also should be designed 

sucn iiiat the cascade of ail the cornponents of the receiver and the transrnitter approximates a raised 

cosine function. On the other hand, the IS-95+ standard [5] also anticipated that there may be a tone 

interferer of strength 90 dB above the CDMA signals at frequency greater than or equal to 1.25 MHz 

offset to a CDMA canier. As a result the carrier select filter should also provide adequate attenuation 

to the tone interference. 

r,[n] is the impulse response of the receiver system which. in the per-carrier option. con- 

sists of a HDF, a carrier select filter and a CIC interpolator. In the frequency domain. the relationship 

between the canier select filter. CIC interpolator and the receiver filter is expressed in (3.9): 

FIR (dw) = 
R, (2") 

H D F ( & ~ )  - crc(dw) 

where F I R ( ~ ~ )  is the frequency response of carrier select filter, H D F ( ~ ~ )  is the frequency response 

of the high decimation filter and clc(ejW) is the frequency response of the CIC interpolator. When 

combined with (3.6), a frequency function for the carrier select filter is obtained and it  is s h o w  in 

(3. IO): 

The frequency function for the camer select filter was then used in the frequency sarnpling filter 

design method [2]. discussed in Appendix A. to design the carrier select filter. Due to the nature of 

the frequency sampling filter design method. optimization of the transition band of the filter is 



required in order to obtain satisfactory stopband attenuation. In our case, a good stopband attenuation 

is especially important because of the requirement for the suppression of tone intefierence at an offset 

greater than or equal to 1.25 MHz to the CDMA carrier. A 65 tap carrier select filter is designed and 

its frequency response, F I R ( ~ ~ ) ,  is shown in Fig. 3.9. It has a -120 dB stopband attenuation around 

1.25 MHz. The minimum attenuation at frequencies greater than 1.25 MHz is -85 dB. The passband 

of the filter is sloped upwards to offset the roil-off introduced by the HDF and CIC interpolator. The 

carrier select filter is designed at a sarnpling frequency of 4fchip. Since the HDF has already deci- 

mated the signai from 48fchip to 2fchipT the carrier select filter has to be decirnated by 2 in order to 

operate on this signal. The decimated version of the carrier select filter has 33 taps. In Fig. 3.10, the 

frequency response of the cascade of the HDF and the carrier select filter at fs=2fchipT rn(dW), is 

shown. The upward slope in the passband has been evened out slightly due to the roll-off of the HDE 

In other words, the roll-off of the HDF is cancelled. The rernaining upward slope in the passband is 

to cancel out the roll-off introduced by the CIC interpolator. 

The functions of the carrier select filter are: (i) to compensate for the passband ripple 

introduced by the baseband transrnitter filter, (ii) to provide good stopband attenuation for a single 

tone interferer and (hi) to offset the passband degradation caused by different elements in the 

receiver. The FIR filter that satisfies such a complicated specification can be designed by the fre- 

quency sampling filter design method [2]. This follows as for this method, a filter can be designed to 

have the desired frequency response specified at a set of equaily spaced frequencies. Other methods 

of FIR filter design are felt not to be direcdy applicable to meet the cnteria needed for the carrier 



select filter. 
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3.2.3 CIC interpolator 

As suggested by Hogenauer [Il, the CIC can be a decimator or an interpolator. In Fig. 

3.14 the structure of the CIC interpolator is shown. 

Comb Section In tegrator Section 

Fig. 3.11 Structure of the N-stage CIC interpolator 

The structure shown in Fig. 3.1 1 is the exact opposite to the one shown in Fig. 3.3. the N- 

stage decimator. The comb section operates at the lower sampling frequency. i,. and the integrator 

section operates at the higher or interpolated frequency. fsR. Similar to the case of the N-stage CIC 

decimator, no multiplication is needed for the interpolator. In tact. rhis is the main attraction of the 

CIC interpolator. The output of the camer select filter is at 2fchip- î l e  CM: interpolator up-samples 

the signal by a factor of 4 to Bfchip or 8 samples per CDMA chip. Optimization in the passband of the 

carrier select filter has been perfomed so that the distortion caused by the roll-off in the passband of 

the CIC is minimized. The slope of the passband roll-off of the CIC interpolator is proportional to the 

number of stages. The number of stages for the integrators and comb tilters in the CIC interpolator is 



chosen so that the output of the channelizer DSP has a p value, defined in equation (2.1). greater than 

0.95 and a good image attenuation, while the complexity of the channelizer DSP is to be minimized. 

In fact. these requirements are in opposition to each other in terms of the CIC interpolator order. To 

minimize the complexity of the channelizer DSP, the complexity of the carrier select filter and the 

CIC interpolator have to be reduced. To maintain a good image attenuation, a CIC interpolator of 

higher order is desired. However the usage of high order CIC interpolator also requires a longer car- 

rier select filter. This is because the roll-off introduced by a high order CIC filter is steeper. The deg- 

radation to the passband is more severe and more dimcult to cancel. A longer carrier select filter has 

to be used to cancel out the effect of the CIC interpolator while an acceptable p is maintained. In 

addition. it is not desirable to distort the signal's passband too much as the carrier select filter cannot 

restore the distortion compietely. Therefore, a low order CIC interpolator is prefemed in terms of 

reducing system complexity and maintaining signal quality. However. the image attenuation of such 

a low order CIC is also relatively weaker. A compromise that satisfies these conflicting requirements 

was found and it is a N=3. M=l and R=4 CIC interpolator. Its frequency response. clc(eJW), of the 

CIC interpolator is shown in Fig. 3.12. The frequency response at the output of the CIC interpolator. 

H F C ( ~ J ~ ) .  is shown in Fig. 3.13. 



Fig. 3.12 Frequency response of the CIC interpolator N=3. R=4. M= 1 
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the system function of the channelizer. In case there is a tone interferer at frequency position beyond 

1.2288 MHz, the system function has more than -100 dB attenuation power in this region. Moreover, 

the noise bandwidth for the receiver filtering chain was cdculated as 520 Wz which is within the 

limit dlowed by the specification given in Section 2.1. The combination of filters. transmitter and 

receiver. results in a p value. as defined in (2.1). of 0.990 when a random sequence. which represenü 

the PN chip sequence, is input to the transmitter/receiver chain. Due to the weak stopband attenua- 

tion of the 3rd order CIC interpolator, images caused by interpolation are only suppressed by -33 dB. 

However, considering that the input to the baseband CDMA demodulator is quantized to 4 bits. and 

oversampled to 8fchip, only approximately 33 dB ShR is needed. This point will be discussed funher 

in Section 4.4. Therefore. it is concluded that a -33 dB noise floor is acceptable. It will be shown in 

Chapter Five that these -33dB side lobes have the sarne correlation with the data sequence as does 

white noise. Therefore. it is fair to Say that the side lobes responses are uncorrelerated with the infor- 

mation signal represented in die main lobe and their effect on system performance is equivalent to 

white noise. Furthemore, the side lobes will "disappear" under the quantization noise introduced by 

the Cbit quantization by the baseband CDMA demodulator. This point will be shown in Section 5.6. 

However if a better stopband and p value are desired. a higher order CIC interpolator or other multi- 

stage interpolation filters should be used. 

3.3 Complexity Estimate 

The following sections report on the estimates of the complexity for various components 



of the per-carrier channelizer DSPs. These estimates include the complexity of 1) the SinfCos numer- 

ical controlled oscillator(NC0); 2) the HDF and CIC interpolator; and 3) the carrier select filter. The 

complexity estimate is an operation count in which ail operations perfomed by the DSPs are assumed 

to be of equal weight The operations included in the cornplexity estimate are (i) addition. (ü) multi- 

plication. (iii) table look-up and (iv) multiply-accumulate. As a result, the complexity estimate of the 

DSPs will be different according to the technology used to irnplement these different kinds of opera- 

tions. 

3.3.1 Complexity Estirnate for SinICos NCO 

In the per-camer down-conversion approach, the sin/cos functions. whose frequencies are 

runed to the selected carrier. are generated by a NCO. For an IF frequency centered at 12fchip= 

14.7456 MHz. the maximum carrier frequency for a CDMA carrier is 20.9956 MHz. The NCO can 

only generate frequencies within the Nyquist limit which is half of the clock rate [12]. Therefore the 

minimum clock rate of the NCO is 41.9912 MHz. 

In the IS-95+ standard [ 5 ] ,  it is required that the frequency be accurate to about i l -  5x IO-* 

of the frequency assignment. Taking into account that the frequency assignment is about 1.9 GHz. 

the frequency tolerance is about 100 Hz. For a NCO with fck , the clock frequency. and N-bit phase 



accurnuIator, the output frequency, f,,,, is obtained as follows 1121: 

where A$ is the phase increment per clock cycle. In Our case, when the clock frequency is 

58.9824MHz, it is found that a 20-bit phase accurnulator cm give a 56.25 Hz frequency resolution. 

This satisfies the 100 Hz frequency precision requirement specified by the IS-95+ standard [5 ] .  

Each time the phase accumulator is incrernented. the conespondkg amplitude of the sine 

wave is derived from a look-up table. In most modem NCO implementations only one quaner of the 

sine hinction is stored in mernory. Assuming that the address bus of the look up table h a s  8 bits. there 

are 256 envies in the look up table. If each entry consists of a 2 byte word. the total memorylROM 

storage requirement for a NCO is 5 12 bytes. 

There are 4 operations performed per input: 1) 2 multiplications at the mixer for the sine 

and cosine functions; 2) 1 phase accumulator addition: and 3) 1 table Look-up under the assumption 

that 1 table look up operation is adequate for both the sine and cosine quadrature components. In our 

case. the data rate at each branch of the channelizer is about 48fchip = 58.98 MHz. As a result the 

complexity of the NCO mixer is 236 millions operations per-carrier per ( I + Q  branches. Among the 

236 million operation, 59 million operations are table look-ups. 59 million operations are additions 

and the remaining 108 million operations are multiplications. It should be noted that the sampling 

frequency of the ADC can be decreased in order to reduce the NCO cornplexity. It is chosen as 

48fchip in order to directly compare this rnethod with the transmuitiplexer approach to camer demul- 



tiplexing discussed in Chapter Four. 

3.3.2 Complexity Estimate for the EDF and CIC interpolator 

The HDF has a very simple and uniform structure. There are no multiplications in the 

HDF. As a result the HDF onIy involves additions. When N=8, inside the integrator section there are 

8 integrators operating at 48fchip=59.9824 MHz. Similady there are 8 comb filters in the comb sec- 

tion that are running at 2fchip = 2.46 MHz. A tabulation of the number of additions is given below 

where M represents 1 million. 

In each integrator: 48fchip = 58.98 M additions 

In the integrator section: 

58.98 MHz 8 = 47 1.8 M additions 

In each comb filter: 2fchip = 2.46 M additions 

In the comb section: 

2.46 MHz 8 = 19.7 M additions 

Total complexity per-carrier per (I+Q) branches is 983 M additions. 

Total complexity of the HDF for I l  carriers per (I+Q) branches is 108 13 M additions 

Although the complexity appears to be large. it should be noted that the operation count in 

the HDF is noi of the same nature as wirh other FIR operation counts since the arithmetic operations 



involve only additions and no multiplications. In addition, the CIC structure consists of regular inte- 

grator and comb filter unit with simple connections which facilitates VLSI implementation. 

The cornplexity of the third order CIC interpolator can be calculated as given below. 

The 3 comb sections operate at the input data rate which is 2fchip The 3 integrator sections operate at 

the interpolated rate which is 8fchip A tabulation of the number of additions is given below: 

In each comb filter: 2fchip = 2.46 M additions 

In the comb section: 

2.46 MHz 3 = 7.4 M additions 

In each integrator: 8fchip = 9.83 h4 additions 

In the integntor section: 

9.83 MHz 3 = 29.5 M additions 

Total complexity per-carrier per (I+Q) branches is 73.8 M additions. 

Total cornplexity CIC interpolator for 11 carier per (I+Q branches is 8 11.8 M additions 

3.3.3 Complexity Estimate for the Carrier Select Filter 

The carrier select filter has 33 taps and it operates at 2fchip = 2.4576 MHz. Al1 the arith- 

metic operations of a FIR filter are in the forrns of multiplications and additions. In most modem 

DSPs. an addition and a multiplication operation can be implemented by one operation which is 

called a multiply-accumulate (MAC)operation [37]. Thus the FIR complexity per carrier per (I+Q) 



branches is 

2.46 MHz 33 2 = 162.4 M rnuItip1y-accumulate (MAC) operations 

For the whole system with 11 camiers the FIR filter complexity per (I+Q) branches is about 1786.4 M 

multiply-accumulate operations. 



3.3.4 Total Complexity Estimate for the Per-Carrier Approach Channelizer 

The total complexity of the per-carrier approach is summarized in Table 3.1. 

Table 3.1: Complexity of per-carrier channelizer 

I NCO additions 
per-carrier (l+Q) 

NCO 
multiplications 
per-carriers (I+Q) 

NCO Table Look- 
up per-carrier 
U+Q) 

1 per-carrier (I+Q 

( Carrier Select Filter 

Mu1 tipl y-accumu- 

Total per-carrier 

per 11 

1 carriers 

59 M operations 

11 8 M multiplications 

59 M additions 

983 M additions 

162.4 M multiply-accumu- 
late operations 

73.8 M additions 

59 M operations 

1115.8 M additions 

162.4 M multiply 

-accumulate operations 

ll8 M multiplications 

16007.2 M operations 

As discussed earlier the number of operations c m  be reduced by decreasinp the sarnpling 
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frequency of the ADC. The number of operations, NOp, per 11 carriers, as a function of the samplhg 

frequency, Q is 

NOp = 1 1 [(4+2NHDF)fs + ZNHDF ' 2.46 + 236.21 M operations (3.12) 

where NHDF is the order of the HDF. The constants in (3.12) corne from the carrier select filter and 

the CIC interpolator. These two components aiways operate at the same rate regardless of the ADC 

s a m p h g  rate. For example, assurning N=8. if f, = 32fchip, then NOp = 11 682 M operations. There is 

a reduction of 27 % in the number of operations relative to fs= 48fchip. 

3.4 Quantization 

The analysis in the preceding sections assumes that the DSP cornponents in the channel- 

izer DSP effectively have infinite arithmetic precision and storage register width. in a real application 

this is seldom the case. In the foliowing sections the distortion effect due to the tinite word length of 

the DSP components in the channelizer are discussed. 

3.4.1 FIR Filter Quantization 

The analysis in the preceding sections of this chapter assumes that the carrier select filter 

coefficients effectively have infinite word length. However in practical implementation. a digital fil- 

ter can only have finite coefficient length. Truncation of filter coet'ficients will induce noise and dis- 

tortion to the magnitude of the filter's frequency response. It  has no effect on the phase characteristic 



of the filter [2]. There are two sources of quantization noise (1) noise fiom finite filter coefficient 

word lengths and (2) noise from finite precision arithrnetic in the FIR filters. For a FR filter with L 

coefficients, each output of the filter is o b h e d  by the operation expressed in (3.13). 

where yp] is the kth tilter output. a[l] is the lth filter coefficient and x[m] is the signal sample input to 

the filter. If each filter coefficient is represented by m bits and each signal sample is represented by n 

bits. each of the multiplications shown in the summation of (3.13) requires m+n bits to store the prod- 

uct. The first source of quantization error cornes from the limited word lengths for the filter coeffi- 

cients, a[l]. The accumulator in which the summation in (3.13) is perforrned requires n+rn+log2L 

bits to represent the sum of product denoted in (3.13). If the sum is truncated, a Bat quantization 

noise is added to the whole frequency band represented by the FIR filter. This is the second source of 

quantization error. Truncaung the accumulator output won? affect the stopband attenuation of the fil- 

ter since quantization noise is added indiscriminately to both the passband and stopband of the filter. 

The relative power difference between the passband and stopband still remains the sarne. As a result, 

for the carrier select filter. its tone suppression function will not be affected by the quantization noise 

due to finite precision arithrnetic. 

The criteria that governs the width of the filter coefficients word length for the carrier 

select filter is its stopband attenuation at and beyond 1.25 MHz. The major effect of quantization of 

the filter coefficients is to introduce noise which in turn raises the "noise floor" into the filter's fre- 



quency response in the stopband. Assume that the addition of one filter coefficient bit improves this 

"noise floor" by 6 dB. Recall from Section 2.1 that a -85 dB stopband attenuation is needed at 1.25 

MHz and beyond. Therefore at least 8516 bit or approximately 14 bit precision is needed. Through 

simulations using MATLAB software tools 1131, it was found that the stopband of the carrier select 

filter c m  be maintained to be around -85 dB for 16-bit quantization. The p value obtained for the 

channelizer system when the coefficients of the carrier select filter alone are quantized is 0.990. The 

frequency response of the 16-bit quantized carrier seiect filter, ~ ( e j ~ )  is shown in Fig. 3.14. 

1 1.5 
M H z  

Fie. 3.14 Frequency response of FIR 16-bit quantization fsZ4fchip 

3.4.2 CIC Filter Quantization 

In the channelizer DSP there are other quantization noise sources in addition to the carrier 
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select filter such as the HDF and the CIC interpolator. Since the KDF and CIC interpolator have an 

identical structure their quantization noise analysis is similar. The main source for quantization noise 

is the limited accumulator width. For the HDF, it is stated in [9] that the maximum accumulator size 

in bits cm be calculated as follows: 

B,, = [ M O ~ , R M  .. + gin - 11 (3.14) 

where Bi" ,the number of bits input to the HDF is the resolution of the ADC. N is the order of the 

HDF? R is the decimation rate, T r i  equals to the smallest integer that is greater than or equal to x and 

M is the differential delay. In our case. it is assumed that Bi,=12. R=24. M=l and using (3.14) B,, 

is caiculated as 48 bits. B, is the upper bound of the accumulator register width of each filter stase 

of the HDF [l]. Truncation, that is discarding the Ieast significant bits, cm be used at each filter stage 

to reduce the widths of the registers of the KDF. Using the method suggested by [ I l ,  the resulting 

register widths from the first integrator stage to the 8th comb filter stage are: 48. 47. 43. 4 1. 38. 37. 

36, 36, 34.33.29, 28,26,25.24,18. The output of the HDF is further tmncated to 16-bit. The fre- 

quency response of the quantizedltruncated 8th order HDF, with reference to the higher sampling fre- 

quency, is show in Fig. 3.15. It can be seen on the diagram that truncation has slightly distorted the 

stopband of the HDF response. As discussed in previous sections the HDF is designed to provide 

adequate image suppression, -100 dB. in order to attenuate images introduced by carrier down-con- 

version. By quantizing according to the scheme stated above. the noise floor of the HDF is about - 

100 dB which satisfies the design objective of the HDF. 

For the case of the CIC interpolator. the accumulator width increases stage by stage [ 11. 



Assume the input to the CIC interpolator is 16 bits. Through M.AnAB 131 simu~ations it is found 

that unlike the HDF, the distortion is not Limited to the side lobes, but also distorts the main lobe of 

the frequency response of the CIC. This distortion at the main lobe would degrade p to a point where 

it no longer meets the specification stated in Chapter Two. The combination of 16.16,16,26,28 and 

30-bit registers, with the first nurnber corresponding to the first comb 6lter stage. and the last number 

corresponding to the last integrator stage. results in negligible distortion to the passband. The fre- 

quency response of the quantized CIC interpolator, clcq(dW) is shown in Fig. 3.16. The dotted line 

is the frequency response of the unquantized CIC interpolator. 

The p value obtained by quantizing the HDF. carrier select filter and the CIC interpolator 

is 0.989. This is very close to the unquantized p value. 0.990. The 0.001 (0.1 8)  difference from 

quantization noise is insignificant. The frequency response of the cascade of the transrnitter baseband 

filter and the quanrimd channelizer DSP is shown in Fig. 3.17. The dotted line in the diagram repre- 

senrs the unquantized composite response. As c m  be seen from the graph, the quantized and unquan- 

tized responses are in excellent agreement which results in a good p value. 
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HDF/CIC compensation to reduce ISI. It should be noted that ISI has not been completely removed. 

To further reduce the ISI and provide good stopband attenuation requires an increase in the number 

of coefficients of the carrier select filter. This would increase the complexity of the system. On the 

other hand, the sub-optimum filter with respect to ISI satisfies the performance requirements set in 

Section 2.1. Since the baseband CDMA demodulation requires 8fchip sampling rate, the output from 

the carrier select 6lter at 2fchip has to be interpolated by a 3rd order CIC interpolator. When cascaded 

with the ideal transrnitter baseband filter as specified by the IS-95+ standard [SI. the p value in equa- 

tion (2.1) is calculated as 0.990. which meets the system performance objective. 

It is found that at least 16 bits are required for storing the coefficients of the carrier select 

filter. This is mainly due to the fact that a low noise floor has to be maintained so that there is a 85 dB 

stopband attenuation for suppression of tone interferen at frequencies greater than 1.25 MHz. When 

the quantization noise from the HDF and CIC interpolator is taken into account. the p value is about 

0.989. 

The complexity of the per-carrier approach is 1455.2 M operations per-carrier. The NCO 

and HDF account for a big proportion in this complexity estimate. However it should be noted that 

the HDF only involves addition operations which are "simpler" operations than multiplications. In 

Fm. if the sarnpling frequency of the ADC is lowered, the NCOs and the HDFs cm operate at a lower 

frequency which results in a lower system complexity while the complexities for the carrier select fil- 

ter and the CIC interpolator remain constant regardless of the ADC sarnpling rate. For example, if the 



ADC sampling frequency is lowered to 32fchip = 39.3216 MHz, there wiil be a 27 % reduction in 

total system operations count The regular structure of the HDF also simplifies VLSI implemenu- 

tion. The advantage of the per-carrier approach is its low start up cost When there are one or two 

carriers occupying the specmm, a cellular operator cm simply use the corresponding number of per- 

carrier channelizers. Furthemore, the cost of the per-carrier approach is incremental. The operator 

adds per-carier channelizers as the number of carriers occupying the specuum increases. In fact. if 

the specuum is not solely occupied by CDMA carriers. the per-carrier channelizer approach is a very 

efficient and flexible approach. C h e r s  for the different cellular interfaces have different channel 

charactenstic such as channel bandwidth and signal strength. The per-carrier approach can adapt to 

these diKerent carrier types by changing the parameters of the individuai pu-carrier channelizer. 

This flexibility is difficult to achieve with a transmultiplexer. Typicdly. a transmultiplexer channel- 

izer has to operate in an environment where ail carriers in the specvum belong to the same air inter- 

face protocol or have similar spectral charactenstics. It is difficult to modify the transmultiplexer for 

an individual carrier. 



Chapter Four 

Polyphase-FFT/TransmuItiplexer Approach to Carrier Demultiplexing 

4 Introduction 

In this chapter the polyphase-FFT/transrnultiplexer approach to carrier demultiplexing 

is presented. The design of various components of the transmultiplexer system is discussed. The 

operation of the transmultiplexer is also investigated. At the end of the chapter. estirnates of the 

complexity of the transmultiplexer system are presented. 

4.1 Polyphase-FFT/Tkansmultiplexer System Ovemew 

The pol yphase-FFT or transmultiplexer sys tem for dernultiplexing CDMA signals 

consists of four main cornponents: 1) an ADC. 2) a pair of sidcos mixers and lowpass filters. 3) a 

transmultiplexer. and 4) a rate change mechanism. The detailed structure of the aansmultiplexer 

system is shown in Fig. 4.1. In this approach to carrier demultiplexing. CDMA signals are digi- 

tized at the IF frequency by an ADC after the bandpass SAW filter, with passband bandwidth 

approximately equal to the CDMA signai block of interest. The digitized signals are down- 

shifted and decimated by the transmultiplexer front end. At the N-carrier rransmultiplexer. the 

carriers that have been frequency multiplexed in the CDMA spectrum are demultiplexed and 

down-shifted to baseband. Each of the demultiplexed carriers at the outputs of the transmulti- 

plexer are then input to a rate change mechanism in order to interpolate the signal according to the 

requirements specified by the baseband CDMA demodulator. At the baseband CDMA demodula- 

tor, signals from the rate change mechanism are decorrelated. 
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Fig. 4.1 Polyphase-FFT system stnicture 

It has been shown in [9] that the sampling frequency of the signal input to the TMUX 

should be equal to mNAF where N is the number of carriers to be dernultiplexed. m is an integer 

and AF is the carrier spacing. In our case m is chosen to be one and A F  = 1.25 MHz. The sinkos 

mixers and Lowpass filters of the transrnultiplexer system are designed for 1 and Q signal separa- 

tion. At the output of the transmultiplexer. the sampling rate for each of the demultiplexed carri- 

ers. the per-camer output sampling frequency, is NAFIS where S is an integer from 1 to N. Due to 

the fact that the baseband lowpass filter specified by the IS-95+ standard [5]  has a stopband 

ereater than one-half the CDMA carrier spacing, a S value less than the N value is necessary to 
C 

avoid distortion caused by aliasing. A possible choice for the per-carrier output sarnpling fre- 



quency of the transmultiplexer is 2AF = 2.5 MHz. This is incompatible with the baseband CDMA 

demodulator, which requires an input at a sampling frequency that is a multiple of the chip 

rate,8fchip=8(1.2288 MHz)=9.8304 MHz. Since this frequency is not an integer multiple of 1.25 

MHz, a rate change system has to be used in order to interpolate the signal at the output of the 

~ansmultiplexer by a rational factor. 

The choice of fIF , the center frequency of the IF band. and the ADC sampling fre- 

quency, f,, should ensure that the Nyquist sarnpling criterion is satisfied. Moreover. 4 should be 

chosen such that it is four tirnes the fF . This reduces the complexity of the DSP stages following 

the ADC as discussed in Section 4.2.2. Furthermore. the selection of the fF and f, pair should 

also enable some level of oversampling of the digitized IF signals. Oversampling provides more 

rnargin for separating the CDMA signal and its image at the given sampling frequency. These 

images can be attenuated by digital filters and thus the design for the analog SAW bandpass filter 

c m  be simplified. To satisfy the requirements stated above the fF and f, are chosen as 15 MHz 

and 60 MHz respectively. 

In the transmultiplexer system developed by Hung in [6 ] .  1 and Q signal separation is 

done in analog and the signals are digitized at baseband. in the structure shown in Fig. 4.1. the 

signals are digitized at the IF frequency by an ADC. Thus. 1 and Q signal separaùon are per- 

formed digitally. This follows the "software radio" concept proposed by Mitola in [19]. In addi- 

tion, by sampling the 1 and Q signals through the sarne ADC and separating them digitally 

aftenvards, the 1 and Q signai sampling points are synchronous. Thus there will be no timing off- 

set between the 1 and Q signals. Furthermore. analog I and Q signai separation requires two 



ADCs while sampling before 1 and Q separation requires only one ADC. By using one ADC and 

IF sampiing there is no 1, Q amplitude imbalance or phase error. Besides diese ciifferences, the 

transmultiplexer developed in [6] is a cntically sampled filter bank in which the sampling fre- 

quency of the spectrum of multiplexed carrier signals, NAF, is decimated by a factor equal to the 

number of carriers in the specmirn. The total number of samples in the per-carrier signals is equal 

to the total number of samples in the signal input to the transmultiplexer. The per-carrier output 

sampling rate of the criticaily sarnpled aansmultiplexer is equal to the carrier spacing. In our 

case. if the transmultiplexer is cntically sampled. its per-carrier output sampling rate is Al? = 1.25 

MHz which is srnaller than two times the stopband of the signal specified by the IS-95+ standard 

[5 ] .  The CDMA per-carrier output of the critically sampled transmultiplexer is distorted by alias- 

ing. Modifications have been made to the transmultiplexer so that the per-carrier output has a 

higher sarnphg rate. 

Recall from Fig. 1.2 that the PCS canier allocation plan has 11 carriers and a guard 

band at each end of the 15 MHz spectrum. In order to provide better aliasing protection from 

interfering signals in the adjacent frequency bands and a more efficient implementation of the 

FFT. N is set to 12 rather than I I .  Since there are only 11 carriers. one of the N per-carrier outputs 

of the N-point FFT in the transmultiplexer contains no data and will be discarded. 

4.2 Transmultiplexer Front End 

The transmultiplexer front end is designed for 1 and Q signal separation for the digi- 

tized QPSK-CDMA signals. The output of the transmultiplexer front end is a complex analytic 



signal [2,9]. The mechanism of the transmultiplexer front end processing is discussed in the fol- 

lowing sections. 

4.2.1 QPSK 1 and Q Signal Separation 

The digitized IF QPSK-CDMA signals can be represented as: 

where w~ is the IF center frequency, wk is the offset from the kth carrier to wn. QJn] is the kth 

digitized QPSK-CDMA carrier, ik[n] and qk[n] are Qk[n]'s in-phase and quadrature-phase cornpo- 

nents, respectively. 

Let us  consider the signai at the kth camer when it is rnultiplied by cos (wF nT,) 

where Ts = llf, . 

ql. b l  +- 
2 

[ sin ( w p  Ts) + sin ( ( 2btmIF + y.) rz Ts) 1 



After the iowpass filter, it is assumed that all signal components a t  2wF are filtered away and QR 

En] is produced where 

i, [n l  4 k  [n l  ekRln1 = - 2 
cos (wknT,) + - 

2 sin (w,~T,) . (4.3) 

ik ln1 
Qk[nl (-sin ( w M n T s ) )  = - 2 

[sin (w,nT,) + sin ( (2wlF + w,) nT,)] 

Now after the lowpass filter, Qkl[n] is produced where 

ik ln1 s, Ln1 
e,,rni = - sin ( w,n T,) -- 

2 
cos ( w p  TJ . 

2 

When considering &[n] as the red part and QkI[n] as the imaginary part of a signal. for the kth 

1 lw tnT ,  
= - 2 ( i k  In] - jqk [ n ]  ) e 

Therefore, when taking account ail N carniers: 

where: 

l N - l  ;wtnr,  l N -  l iw,n T, 
Y ~ [ Q I  = 2 C ik[n]e and ?',b] = 7 - z (-qk[n])e . 

k = O  k = O  

The expression in (4.8) i s  called a complex analytic signal [9] for yF[n]. In Fig. 4.2 the opera- 

tions performed by the transmultiplexer front end are illustrated in a graphical format. 
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Multiplications by sinlcos are represented by bi-directional translations: 

COS ( wt) = dwr + e-jwr 

2 

-bWi + e 
-jw I 

-sin ( w t )  = 
2i 

Each sidcos function contains an up-shift and down-shift component. In Fig. 4.2a. the digitized 

QPSK signal is shown. The frequency block containing the group of N multiplexed QPSK camer 



signals is graphically represented by a triangle. RecaU from Fig. 1.2, the carrier allocation plan, 

there are 11 carriers and two guard bands in the spectmm stamng from the left-rnost guard band 

and Canier #1 at the lower tip of the triangle to Carrier # I l ,  and the nght-most guard band at the 

other end of the triangle. By rnultiplying yF[n] with cos(wt) (Fig. 4.2b), the down-shifted 

yIF(ejw) (solid triangles) is overlapped by its up-shifted version (dotted triangles). AU versions 

are scaied by a factor of 112. Similady in -yF[n]sin(wt) (Fig. 4 . 2 ~ )  its down-shifted version is 

overlapped by its up-shifted version. The down-shifted versions are scaied by a factor of 1/(2j) 

and the up-shifted version is scaled by a factor of - 1/(2j). yF[n]sin(wt) is treated as the imaginary 

part of the cornplex signal. in Fig. 4.2d the frequency response of the jyF[n]sin(wt) is shown. B y 

comparing Fig. 4 . 2 ~  and d, one can see that the j factor in jyF[n]sin(wt) has cancelled out the j 

factor in yIF[n]sin(wt). Passing yE[n]cos(wt) and yF[n]sin(wt) through lowpass filter elirninates 

the signal at 2fF In yF[n]cos(wt)+jylf[n]sin(wt), al1 the up-shifted versions have the same 

amplitude but opposite sign. Therefore they cancel each other as shown in Fig. 4.2e. What 

remains is the right-most portion of the CDMA spectrurn at baseband and a laterally flipped ver- 

sion of die left-most specuum at the sampling frequency. Since there is no signal in the spectrum 

between these two signals, the sampling rate can be decimated by a factor of 4 without any further 

filtering as indicated in Fig. 4.4f. The signals are up-shifted by fF/2 so that the leftmost guard 

band appear at the baseband. The frequency response of the up-shifted signals are shown in Fig. 

4.2g. 



4.2.2 Aardware Saving in SinICos Mixer 

The sidcos mixers in the transmultiplexer front end output digitized sinusoidal signals 

at fE which is the center frequency of the IF band. The digitized sinusoidal wave is sarnpled at 

fs=4fF . Since fE is a quarter of the sampling frequency, f,, Ts = l/f, = 1/(4fE) and 

sin(2xfF t)= sin (2dE nT,) 

= sin (n nl2) 

.......... =O,  1,0,-1 

and thus the digital sine function only has the values - 1.0. 1. Similarly. 

...... cos(2icfIF t) = 1,0, -1.0 

and thus the digital cosine function only has the values - 1.0. 1. 

The sine and cosine mixers are reduced to the sequence 1 .O . - 1.0 with a period of 4 

symbols. Therefore the necessity of using a NCO to generate digital sine and cosine functions is 

eliminated. It should be noted that the analysis above is a generai result for quadrature modula- 

tion and is often used in modem design. 

4.2.3 Lowpass Filtering 

To elirninate the images introduced by the sin and cos mixers in the transmultiplexer 

front end. a lowpass filter is required in each of the two branches of the transmultiplexer front end. 

There is an advantage in down-shifting the CDMA signal by fF= 15 MHz from the IF frequency. 

It can be seen from Fig. 4.2b.c that there is a space of 15 MHz between the right-most band edge 



of the down-shifted CDMA signals and the left-most band edge of its image centered at 2fF. The 

lowpass filter that is needed to eliminate the image signals c m  have a wide transition bandwidth 

of 15 MHz. In Fig. 4.3, the kequency mask for the lowpass filter is shown. This relaxcd specifi- 

cation results in fewer taps in the FIR filter implementation for the lowpass filter and thus lower 

complexity. The lowpass filter is designed to attenuate the image at 2fF introduced by frequency 

down-shifting. If there are in-band or out-of-band tone interferers in the CDMA specuum. their 

images are also going to appear in the frequency band centered at 2fip . In order to eliminate the 

images of the tone interferen. the lowpass filter has to provide at least a 90 dB stopband aaenua- 

tion of the image at 2fE based on the assurnption that the in-band and out-of-band tone interferers 

have a maximum strength of 90 dB above the CDMA carrier signals. Considering other impair- 

ments added by the receiver system. a 10 dB rnargin is included. Therefore the minimum stop- 

band requirement of the lowpass filter is - 100 dB. h this way the distortion caused by the tone 

interferer image is minimized. 

Fig 4.3 Lowpass filter mask 



Fig. 4.4 Design relation of half-band FIR filters [ 9 ]  

The lowpass filter can be designed as half-band FIR filter. 4 half-band lowpass filter 

has the followine characteristics [4]: 

(4.1 1 ) 

wherr r, icprssznts rhe stopband ripple. rp represenrs the passband ripple. fs,L,p represznts the stop- 

band of the filter. f, represents the sampling frequency and fp is the pttssband of the filrcr. The 

half-band lwpass tilters are filters with al1 the even taps q u a 1  to zero and the i dB bandwidrh 

q u a 1  to 0.25i, .ahsi-e f ,  is the operating frequency of the filters [4]. S i n c e  close to half of the 

~ot.ftiiicrit5 .ire zsrt).;. the half-band fiiter is a very good candidate  to i inplcmrnt the lowp:is.i rilrw 



used in the transmultiplexer front end where system complexity is to be minimized. The curves 

shown in Fig. 4.4 represent the design relations for the half-band FIR filters from [9]. The sym- 

bol, a, is equai to the passband bandwidth divided by fJ4. In Our case a is equal to 0.5. The stop- 

band requirernent for the half-band lowpass filter used in the transmultiplexer front end is - 100 

dB. F r ~ m  the diagram in Fig. 4.4, it is found that a 23 tap haü-band filter is adequate. Of the 23 

filter coefficients, 10 are zero. 

The foilowing observation can be made when the signal at the in-phase signal branch 

passes through the lowpass filter. At the in-phase signal branch the digital CDMA signais cen- 

tered at fF is mixed with a cos(hfF nT,) = 1, 0. - 1. O.... sequence. Consider. y [n]. the sequence 

After it passed through the cosine mixer. it is changed to y&]: 

. . .) -ylo? 0, y8. 0, -y@ O? y& O? -y2, O, Y,,  O. -y-, . . 

Suppose the haif-band lowpass filter at the transmultiplexer front end, h[n]. has the following 

Also, suppose at t=kT,, where k is a constant, h[n] is aligned with the y,[n] sequencc in the foi- 

lowing pattern: 

Then the result of the convolution is yoho. At t=(k+4)Ts. after the decimate-by-4 process. we 



have 

and the result of the convolution is hoy4. At t=(k+8)Ts: 

and the result of the convoiution is yghg Provided that h[n] is normalized by its maximum coeffi- 

cient. h[O], subsarnpling the output of the convolution above by a factor of 4 resulü in a sequence 

which is exactiy the same as the sequence. y[n], decimated by a factor of 4. Therefore the haif- 

band lowpass filter actually has no effect on the sequence. y[n]. As a result the mixer and the low- 

pass filter at the in-phase signal branch can be dropped. The same saving is not possible in the 

quadrature-phase signai bnnch.  The quadrature-phase signal sequence at the quadrature-phase 

signal branch mixer is: 0.-1.0.1.... Suppose that the sequence input to the sine mixer is the same 

as the one in the cosine mixer. Let the sequence at the output of the sine mixer be equal to y&] 

Using the same h[n]. at t=kTs h[n] and y,[n] are aligned as foilows: 

and the result of the convolution is -h l y l + h l y .  ..... . At t=(k+4)Ts . after the decimation by a fac- 



tor of 4 process, we have 

and the result of the convolution is -hly5+h,y3...... At t=(k+8)Ts, we have 

and the result of the convolution is -hly9+hly7+.-. The sequence, y&], is actually equal to a dec- 

imate-by-2 version of the sequence, y[n], when the sign changes are ignored. In fact. from the 

analysis above. the sien changes in the sequence can be irnpIemented by a modified half-band 

lowpass filter whose altemate coefficienü are negative. In addition, one c m  see that ho is always 

multiplied with a zero sample points therefore it c m  be eliminated. As a result, the quadrature- 

phase signal branch cm be implemented by decirnating the sequence. y[n], by a factor of 2, then 

pass it through a modified lowpass haif-band filter. The output of the filter is further decimated by 

a factor of 2. By decimating y[n] by a factor of 2 before it enters the modified haif-band filter, 

the number of storage registers for sample points in the filter is reduced. This is because the stor- 

age registen corresponding to the zero coefficients of the fiiter no longer have to store anything. 

The modified half-band lowpass filter can be derived frorn the 23 taps half-band filter chosen e x -  

lier. In the modified haif-band filter, the altemate coefficients are negative. Therefore half of the 

coefficients are positive and other half are negative. It should be noted that while the mixer and 

the lowpass half-band filter at the in-phase signal branch is not required. it should be replaced by 

a delay equai to the time it takes for the sequence at the quadrature-phase signal branch to pass 

through the modified half-band lowpass filter. The saving of the half-band lowpass filter is only 



possible if the cosine sequence equais to 1,0, -1. O.... is used with a half-band lowpass filter fol- 

lowed by a decimation by a factor of 4, 8, 12 ... . The feasibility of this arrangement has been con- 

Brmed by a simulation in MATLAI3 TM [13]. 

4.2.3.1 ADC Quantization Noise in the Tkansmultiplexer Front End 

The quantization noise of the ADC is uniformly distributed from O to 30 MHz After 

the IF signal is block down-converted to baseband the nominal bandwidth of the 1 and Q branches 

is 7.5 MHz. If the 1 and Q branches are lowpass filtered with a nominal bandwiddi of 7.5 MHz, 

then the quantization noise in each branch is reduced by lOlog(3017.5) = 6.02 dB and the total 

quantization noise is also reduced by 6.02 dB since 

2 2  TOU^^ = (3 +OQ (4.13) 

where oTo,d2 . or2, C Q ~  are the total quantization noise power. quantization noise power for 1 and 

Q signal branches respectively. 

Note however that for a half-band filter. the nominal noise bandwidth is fsf4. There- 

fore the total quantization noise is reduced by 101og(30115) = 3.02 dB. The use of a half-band fil- 

ter simplifies the complexity of the transmultiplexer front end but results in a quantization noise 

bandwidth penalty of about 3 dB. In the case of the per-carrier approach. the HDF is a filter with 

a very narrow noise bandwidth. The nominal quantization noise after filtering is equai to the 

bandwidth of the camer signal. The quantization noise reduction is much better, approximately 3 

dB. in this situation. 



4.3 Transmultiplexer Analysis 

To understand the mechanism of the transmultiplexer, let us consider the malysis Blter 

bank smchire [2] shown in Fig. 4.5. 

. - 

Fig. 4.5 Analysis filter bank 

The analysis filter bank shown in Fig. 4.5 is functionally equivalent to a transmulti- 

plexer [2 ] .  y[n] is an analytical signal containing N carrier signals from O to NAF. The sampling 

frequency of y[n] is NAF (in our case AF = 1.25 MHz). The real part of y[n] is the output  of the 

in-phase signal branch of the transmultiplexer front end and the imaginary pan of y[n] is the out- 

put of the quadrature-phase signal branch of the transmultiplexer front end. In the analysis bank. 

the y[n] sequence is split into N parailel branches. In the kth branc h. the kth carrier is down- 



-j w p T ,  
shifted to baseband by rnultiplying by a e factor where w k = 2 ~ w  and 1/T, is the sarnphg 

frequency of y[n], which is equal to NAF. h[n] represents a baseband filter operating at NAF 

which acts as a carrier select and shaping filter. It picks out the kth carrier from the down-shifted 

spectrum. The output of the baseband filter, at the kth branch. is at a sampiing rate of NAF. It can 

be decirnated to a lower rate through a decimator to form xk[m]. At the kth branch of the analysis 

filter bank: 

-1 w, n 7, 
We can use the periodic property of e to simpiify equation (4.14). When n is equal to a mul- 

-1 "c 'mu 
tiple of N (Le. n=rN where r is an integer). e is equal to 1. For D=N. let n=rN+i where r 

is an integer from O to N-1 and 

since e -J2rrkr = 1. Therefore. for D=N. (4.14) c m  be rewntten as, 

Define 

y, [ r ]  = y[rN  + LI a,d hi  [ln] = h [mhr- i] 



where 0 denotes a convolution operation. 

The expression shown in (4.18) resembles a N-point FFT which has the following 

form: 

where Al, equals xk[m] and Bi equals the convolution of yi[m] and hi[m]. yi[m] can be obtained 

by decimating y[n] by a factor of N with an offset of i through a comrnutator with N terminais and 

hi[m] can be obtained by decimating h[n] by a factor of N with an offset of -i. Equation (4.18) 

shows that the decimated-by-N version of y[n] with an offset i is convolved with the decimated- 

by-N version of h[n] with an offset -i. This combination of hi[m] and yi[m] requires the commu- 

tator to rotate in a clockwise rnanner[2]. The set of hi[m] represents a polyphase filter bank [9 ] .  

Each hi[m] is one of the N subfilters of the polyphase network. It should be noted that the yi[m] 

sequence is a complex analytic signal. It cm be filtered by hJm] by passing the real p a n  and the 

imaginary part of yi[m] separately into two identical subfilters since the coefficients of hi[m] are 

real. As a result two polyphase networks with identical subfilters are needed. One of them 

accepts input from die in-phase signal branch of the transmultiplexer front end and outputs a fil- 



tered real signal to the FFT processor. The other identical polyphase network accepts input from 

the quadrature-phase branch of the transmultiplexer front end and outputs a fiitered imaginary Sig- 

nal to the FFî. This is equivalent to the aansmultiplexer described by Hung in [6] .  

As mentioned in Chap ter Two. at the transmitter each carrier's CDMA signal is shaped 

by a lowpass filter with parameters specified by the IS-9S+ standard [SI. The stopband of the low- 

pass filter is 740 kHz, see Fig. 2.1. This is greater than one-half the carrier spacing of 625 kHz. 

Suppose diat, as shown in Fig. 4.5. the output of h[n] is decimated by a factor D=N. The sam- 

pling frequency of xk [ml is AF which is 1.25 MHz. The sampling frequency is srnalier than the 

Nyquist sampling frequency for the CDMA carrier signal(1.48 MHz). Senous distonion wiU 

resuit according to this scheme. In order to minimize distortion caused by aliasing between the 

per-carrier output signal and its image, the output sampiing frequency has to be increased. By set- 

ting the output sampling frequency to 2hF the problem of aliasing is solved. In this way the stop- 

band of the per-carrier signal at baseband is separated by about 1.02 MHz frorn its image for a 

sampling frequency of 2.5 iMHz. 

According to the analysis filter bank structure shown in Fig. 4.5. .rk[rn] c m  be deci- 

mated by D=N/I=M so thatxk[rn] is at a sampling rate of iAF where 1 is an integer. For D=NII. let 



n=rN + i and using (4.15), we have 

Again define 

but now define 

Then equation (4.20) can be rewritten as 

Recailing the equation for an interpolation filter from (2.12), one sees that the expression in the 

summation over r in (4.23) defines an interpolator with interpolation factor I [9]. The structure 

shown in Fig. 4.6 is the realization of such a transmultiplexer. This structure can be used for the 

case when the per-carrier output sampling rate. fou,. is an integer multiple of the carrier spacing. 

i.e.. fou, = IAF. 

The sequence. yi[r]. in Fie. 4.6, represents a signal with a sampling rate of LM.  In 

the subfilter branch yi[r] is interpolated by a factor of 1 and processed by a subfilter which a h  

functions as a interpolation filter with a sampling rate of f&=iAF. hi[m] is a decimated-by-M. 

where M=N/I, version of h[n] with an offset of -i where i can take on any value from O to N- 1. 



However there are only M possible values of i in a decirnated by M version of h[n]. As a result, 

the hi[m] are an extended set of 6lters and they are related within the set. In this configuration the 

output sampling rate of the transmultiplexer. fou, must be an integer multiple of the carrier spac- 

ing . 

Real 

N-poin 

FFT 

' m g  inar 

Fig. 4.6 Transmultiplexer structure when fou, = IAF 



4.3.1 Alternative hplementation of a 'Itansmulfiplexer-Weighted Overlap-Add Method 

When the output sampling rate of the FFT for each of the demultiplexed carriers is 

required to be equai to f,,, = dAF where d. the oversampling ratio, is a rational number, the 

weighted overlap-add structure for implementing the transmultiplexer can be used [9]. In the 

weighted ovedap-add structure h[n] is accing hice a siiding anaiysis window which selects and 

weights a short-time segment of the signal y[n]. To convert Our point of reference from a fixed 

time frarne to diat of the sliding time frarne which is centered at the origin of the analysis window 

formed by h[n], let D=M=N/I and r=n-mM. Then equation (4.14) c a .  be rewntten as 

Let 

If g&] is subdivided into blocks of N sarnples. and u&] is defined as 

where r = O to N-1. 



The expression shown in (4.27) is of the fonn of a FFï. The weighted overlap-add ü-ansmulti- 

plexer c m  be implemented by a set of shift registen. a filter bank and a FFT[9]. In the weighted 

overlap-add transmultiplexer. input data. y[n], are shiftcd into an Nb-sample shift register in 

blocks of M samples. where Nh is the number of taps of hln], the analysis window filter. The data 

in the shift register are weighted with the time reversed window, h[-r], to produce the Nb-sample 

short-the sequence. g,[r]. This sequence is then divided into blocks of N samples. starting at 

r d .  which are Ume-aliased according to equation (4.26) to form u,[r]. The N-point FFT of the 

u,[rJ is then cornputed followed by rnultiplicahon by a e - ~ ~ ~ ~  factor to form xk[m]. Fig. 4.7 

described an alternative structure that can be used when f,,,=IAF where I is an integer. Each sub- 

filter of the filter bank. hi[m]. can be obtained by inserting 1-1 zeros between each consecutive 

sample of the decimated-by-N version of h[n] with an offset -i, where i c m  be an integer frorn 0 to 

N- 1. The sliding widow effect is achieved by feeding y[n]. the input to the transmultiplexer. into 

a set of N symbols shift registers with the capability of shifting one symbol per Ilf,. There are N 

branches connected to the N symbol at the shift registers as there are N tenns in the summation of 

(4.27). At the end of the ith branch is a subfil ter. hi[m]. Data stored at the register just noted is 

Iatched ro each subfilter every Nb samples. Due to the fact that y[n] is a complex sequence, one 

set of registers and a polyphase filter bank is needed for each of the two components of the corn- 

plex signai. 



In this thesis, the transmultiplexer designed by the method illustrated in Fig. 4.7 is 

implemented, with M=ND where 1 = 2 in our case, and its performance in a CDMA environment 

is tested in Chapter 5. The flter , h[n], is the impulse response of a carrier select filter operating at 

fs=15 MHz The design of this filter is discussed in Chapter Five. It has 192 taps and is designed 

to provide good carrier selection and ISI performance. 

For a msmultipIexer designed by the weighted overlap-add stnicture. the sampling 

rate of the transmultiplexer per-carnier output, f,,,, can be controlled by adjusting the size of the 

sarnple block. M. that is shifted into the Nb-sample shift 

Jas 
fou, = 

register. Ln general 

where f, is the sampling rate of the input to the transmultiplexer and S is an integer which takes 

any value from 1 to fa+/AF. The case when the sampling rate for each of the demultiplexed car- 

rier is equal to IAF, where I is an integer, Le.. iike the structure shown in Fig. 4.7. is a special case 

of the weighted overlap-add transmultiplexer where S = f , / o .  
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N-point 
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Fig. 4.7 Structure of the Transmultiplexer for per-carrier sampling rate equals to IAF 

4.3.2 FFT implementation 

There are 1 I CDMA carriers with spacing 1.25 MHz each and 2 guard bands of 625 

kHz each i n  the 15 MHz CDMA specuum. A natural and srraight fonvard choice is to use a 1 1 - 

point FFT for irnplementation of the transmultiplexer, but diis does not aiiow for guard bands. 



Although ;I 1.l-1' dgorittiiii cxiarh 13x1 l'or an I 1 -point FiT, ii will he sl iow~i  Iütcr ii, Seciioii 4.3.3 

i1iüi suçh a çhoiçe rcsuln in LOO much intcriercnce h m  aliasing. In addition. r I I -poiiii FiT 

chluips the sempling rate to 13.75 MI lz and places very tight coris~riints on liltcrs. Whcn a 12- 

point F R  is u d  the two 625 kHz guard bands cm be combined togethçr as an "unused" çmier. 

After the transmultiplexer front end. the  guÿrd bands are at the boundary of the 15 MHz complex 

analytic signal. There are efncient ways to implement a 12-point FFî. The 12-point FîT can be 

implemented by three Cpoint FFTs and four 3-point FFTs [20]. as shown in Fig. 4.8 and 4.9 

respec tivel y. 

The complex operations of a Moint FFî can be expressed as [2]: 
N- 1 .2xkn -IN 

X [ k ]  = x [ n ]  e = xR [kl + j X l  [kl (4.29) 
n=O 

where x[n] is a cornplex sequence which is qua1 to xR[n]+jxI[n]. X[k] is the result of the FFT 

operation, XR[k] is the real part of XP] and XI [k] is the imaginary part of X[k] . h terms of reai 

operations on xR[n] and xr[n], XR[k] is given by [2] 

- -  - 

+x,  [nl sinN XR [k] = [IR [ n]  cos - 
n=O 

N 

and XIjk] is given by [2] 

The number of red multiplications is qua1  to 4 rimes rhe number of complex multiplications. A 

more drtailed look i n t o  t h e  +po in t  FFT reveals that 

2rtkn knx  
COS- = COS- 

3 L 7 



for n=O, 1,2,3 .... respectively. 

2 7 t h  kn n: sin- = sin- = 0, 1,0,-1 
4 2 

for n a ,  1.2.3 .... respectively. Thus. the operations performed by the 4-point FFT include multi- 

plication by a +/- j factor, complex addition and sign inversion. The multiplication by a +/- j fac- 

tor operation can be implemented by interchanging the red and imaginary part of the input signal 

sequence to the JFï[20]. As a result. and as shown in Fig. 4.8 [20], there are no cornplex multi- 

plies in the 4-point FFT. 

Fig. 4.8 Efficient implernentation of 4-point FFI'(4-point butrerfl y) 

The 4-point butterfiy. shown in Fig. 4.8. is a realization of the 4-point FFT. The 

sequence. x[n], shown to the left of the 4-point butterfly is a complex signal with real part, xR[nJ, 

and imaginary part. xl[n). The symbol on each branch of the butrerfiy represents a multiplication 

performed on the signal and consists only of sign inversion or multiplication by a +/- j factor. At 



the end of the group of four attaching branches, a summation of four tems is constructed which is 

equivalent to 3 complex additions. There are a totaI of 12 complex additions for the Cpoint but- 

terfly. Considering one real addition per real part and one real addition per irnaginary part, 12 

complex additions are equivalent to 24 real additions. There are 4 real and imaginary part inter- 

changes, i.e.. for the multiplication by a +/-j factor, and 4 sign inversions. 

1 

- - 

Fig. 4.9 Efficient implementation of 3-point FFI' 

An efficient implementation of a 3-point FFï is shown in Fig. 4.9. Sirnilar to the 4- 

point butterfiy shown in Fig. 4.8. the symbol on each branch represents a multiplication operation 

performed on x[kj. in Fig. 4.9 it can be seen that each 3-point E T  has 4 complex multiplications 

equivalent to 16 real multiplications. Considering 1 real addition per real and irnaginary part of 

the signai there are 8 real additions accompanying the 4 complex multiplications. There are also 

6 complex additions in each 3-point Fm which are equivalent to 12 reai additions. The total 

num ber of anthmetic opentions for a 3-point FFT is 16 real multiplications and 20 real addi- 

tions. 



- - -- 

Fig. 4.10 Efficient implernentation of 12-point FFT 

In Fig. 4.10. one-third of the efficient implernentation of the 12-point FFT is shown. 

There are a total of 64 red multiplications. 152 real additions. 12 red and irnaginary part inter- 

chanse and 12 sign inversions in the whole FFT process. 



4.3.3 IF' Filter Consideration 

1-25 M H z  

Fig. 4.1 la and b CDMA specûum at IF and baseband 

In most modem radio architectures. a SAW IF bandpass filter is used to filter out the 

out of band signals at the IF frequency. When the digitized IF CDMA signals are down-shifted to 

the baseband and decimated by a factor of 4. the input signals attenuated by the skirts of the SAW 

filter will alias back into the guard band at each end of the spectrum as shown in Fig. 4.1 1 b. The 

leakage frorn the roll-off of the SAW filter beyond 625 kHz from the guard band band edge(or 

1.875 MHz frorn the first or last carrier) wiii alias to either the first carrier and the last camer 

depending on which end of the spectmm the roll-off is from. If the attenuation provided by the 

SAW filter at 625 kHz  from the guard band band edge is not satisfactory, aliasing may signifi- 



cantly degrade caniers at the boundaries of the CDMA spectmm. In this case it is necessary to 

increase the number of unused carriers so that the distance between the first and last carrier at the 

baseband andytic signal is Iarger. This reduces the aliasing error due to the roll-off of the SAW. 

filter. If a 13-point FFT is used, one more subfilter is needed for the polyphase network and the 

sampling frequency is increased. Other than this, there is no significant impact on the overd sys- 

tem cornplexiqr. A 14-point FFT could also be used for the same purpose. 

4.4 Rate Change Mechanism 

The output sampling rate of the TMUX is 2AF = 2.5 MHz. The input signai sampling 

rate to the baseband CDMA demodulator is required to be 8fchip = 9.8304 MHz. Obviously a rate 

change system which can perfom rational factor interpolation is needed to change the signal sarn- 

pling rate from 2.5 MHz to 9.8304 MHz. Fig. 4.12 shows a block diagram of the rate change 

mechanism. In order to reduce cornplexity, the rate change systern is implemented as a cascade of 

a 3rd order CIC interpolation filter and a second order approximation mechanism. The signal 

sequence is interpolated to 10 MHz before the 2nd order approximation is carried out. 
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Fig. 4.12 Structure of the rate change mechanism 

4.4.1 Second Order Approximation 

The signal resolution required at the input of the baseband CDMA dernodulator is 4 

bits per QPSK signal branch. Therefore the maximum S N R  required is about 24 dB assurnin~ 6 

dB SNR per bit In addition, since the input sarnpling rate is 8fchip, the in-band SNR is improved 

by 1010g(8fchid1 .Z MHz) = 9 dB. Therefore the maximum SNR due to quantization noise is 

about 33 dB. Typically, an automatic gain conuol circuit will keep the standard deviation of the 

CDMA signal to one-quarter or less the range of the ADC. As a result. the design objective for 

the 2nd order approximation system is to provide a si_pnd-to-distonion ratio (SDR) of at least 33 

dB. which is less than or equal to 12 dB below the quantization noise. 

In the second order approximation, two adjaceni samples at 10 MHz are used to mm-  

pute (Le. interpolate) the desired signal at the sampling rate of 8Qip [2]. This point is illustrated 

in Fig. 4.13. 



Desired sample at 8fchip 

Sarnple at 10 MHz 

Fig. 4.13 Second order approximation 

Assume that c[m] is the desired signal at 8fchip and it lags b[n]. a sample of the signal 

ssquence at 10 MHz. by a time intervai of Length. h. These quantities are illusaated in Fig. 4.13. 

Let the tirne interval between b[n] and b[n+l] be Tlo and let u=t.JïIo. The desired signal c[m] 

san be found by the linear interpolation of b[n] and b[n+l] [2 ] :  

c[m] = ( 1 - u ) b [ n ]  + u b [ n + l ]  O < u l l  (4.34) 

The cdculation of t, is a major operation in the second order approximation. Once t, 

is found. u and ( 1 -u) are calculated. Then to obtain the desired sarnple at 8fchip requires two mul- 

tiplications and one addition. kt Tsfc be equal to the penod of the 8fchip clock and TI0 be equai 

the psriod of the 10 MHz clock. Using the concept illustrated in Fig. 2.12 for rationd factor inter- 

polation. in order to conven the sampling frequency of a signal from 10 MHz to 8fchip. the signal 

has to be interpolared by a factor of 3072 and then decimated by a factor of 3125. There is no 

cornmon factor between 3072 and 3 125 and therefore the interpolation and decimation factors are 



both the minimum possible values. In terms of sampling interval. 

There fore 

and 

De fine: 

Usine the formula in (4.39). a circuit designed to calculate uî is shown in block diagram form in 

Fig. 4.14. 

Logic: When Bit 11= Bit IO = 1 
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Fig. 4.14 Circuit for ui cdculation 

To explain the operation of this circuit let the input to the circuit be a 6-bit fixed value 
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equal to 53 (a decimal nurnber). It is clocked to the circuit every Tsfc seconds and added to the 

previous ui value. Therefore ui is incremented at the c[m] sample tirne. In order for the circuit to 

work. the 8fchip clock should lag the 10 MHz clock by Tlo since it takes two b[n] samples to cal- 

culate/interpolate one c[m] sample. niere are 12 bits in the ui registers in Fig. 4.14. The logic 

block in the circuit implements the modulo operation by resethg bit 11 and bit 10 of the üi regis- 

ters when they are both equal to 1. This is because 2" + 2'' = 3072. The two most recent b[n] 

sarnples are stored in a set of shift registers. n i e  shift registers operate at a frequency equal to 10 

MHz. Whenever ui is incrernented. c[m] is obtained by linear interpolating the two most recent 

b[n] sarnples stored in the shift registers. The outputs of the ui registers are split into two paths: 

one for the circuit's output and the other is fed back to the accumulator. 

Reset Bit 11 and Bit 10 

a a 
1 1 Time 

I I I I 
a 

Time 

I 
I Actual c[m] output frorn the 2nd order approximation 

Fig. 4.15 Graphicd representation of the operation of the 2nd order approximation 

Fig. 4.15 is a graphical representation of the operations of the 2nd order approxima- 

tion. The doned arrows at Part a of the diagrarn represent the theoretical positions of the c[m] 

sequence relative to the b[n) sequence. At na. both b[n] and c[m] are aligned. Since both 

sequences have a different sampling frequency. their sampling points diverge when n>O and m>O. 



In gened ,  since the sampling frequency of the c[mJ sequence is srnaller than the sampling fre- 

quency of the b[n] sequence, c[m] sampling points lag the b[n] sampling points. The arrows 

shown in Part b of Fig. 4.15 represent the achial output of the 2nd order approximation. There is 

a Tlo delay in the actual c[m] output This is because the interpolation process requires two b[n] 

sample points to calculate one c[m] sample. At m=l, ui is incremented and c[l] is obtained by 

interpolating b[l] and b[2]. At m=s, ui is incrernented and c[s] is obtained by interpolating the 

two most recent b[n] values stored in the shift registers in Fig. 4.14. At m=k+1. the bit 10 and bit 

11 are m e t  due to the modulo operation in the ui generation circuit. The most recent b[n] samples 

stored in the register are b[g+l] and b[g]. Therefore c p + l ]  is obtained by interpolating b[g+l] 

and bk]. 

The second order approximation requires the signal sequence to be interpolated by a 

factor of 1 before the operation described in (4.34) is camed out. The relationship between 1 and 

the SDR[2] is 

where fp is the passband bandwidth of the signal and f, is the reference sampling frequency of the 

signal. When 1 is set to one which means that no interpolation is done to the sequence at the orig- 

inal sarnpling rate, fs=10 MHz. a SDR of 35 dB is obtained. By providing a SDR of 35 dB. the 33 

dB SDR requirement given in Section 4.4.1 is met. 

For better ISI performance and better image suppression a pair of two stage interpola- 

tion filters IFIR1 and with irnproved stopband attenuation relative to the CIC can be used to 



interpolate the signal from 2.5 MHz to 10 MHz. The two stage interpolation filters. IFRI and 

mR2, have to meet the masks shown in Fig. 4.16 and 4.17 respectively. The passband of bath 

masks is equd to the bandwidth of one composite CDMA carrier. After the first interpolation 

stage, the sampling frequency is increased to 5 MHz. An image is introduced at  2.5 MHz and i~ 

boundary closest to baseband is at 1.875 MHz. TO eliminate the image term the stopband of the 

interpolation filter. IFIRI, should be at 1.875 MHz. Sirnilarly, after the second interpolation stage 

to a sampling frequency of 10 MHz, an image is introduced at 5 MHz. Therefore the stopband of 

the mask for IFE2 is set at (5 - 0.675) = 4.375 MHz. As rnentioned before the baseband CDMA 

demodulator requires a SNR of at l e s t  33 dB. The noise Aoor of the input to the demodulator is 

to be -33 dB. To provide such performance the interpolation filters musr provide image suppres- 

sion of at least -33 dB. To provide a margin for other system impairnem. a rnargin of 27 dB is 

added to the stopbands of the filters. As a result both filter masks have stopband attenuation of - 

60 dB. The fïIters specified by the mask can be implemented by an I l  tap and 7 tap half-band fil- 

ter designed by Goodman[4]. The Goodman filters are notable for their simplicity and can be 

implemented as a succession of shifts and adds. Multiplications are not required in the imple- 

mentation, 



Fig. 4.16 Filter rnask for IFIRI 

-- 

Fig. 4.17 Fiiter mask for IFIR2 



4.5 System Complexity Estimate 

The main components of the polyphase-FFI' system are: 1) a 60 MHz ADC, 2) a pair 

of s idcos mixers and a lowpass fiiter, 3) a pair of polyphase networks, 4) a N-point complex FFï 

and 5) a rate change system. 

4.5.1 Cornplexity Estimate for the 'kansmultiplexer Front End 

The transmultiplexer front end, as shown in Fig. 4.1. includes a pair of sidcos mixers . 
lowpass filters and sign inverters. However, as explained earlier. due to the nature of the cosine 

sequence the cosine mixer and the lowpass filter at the QPSK in-phase signal branch can be 

saved. A delay is to be added to the in-phase signal branch so that the signal from the sine and 

cosine branch have the sarne timing. In addition. the sine mixer c m  be eliminated and the low- 

pas filter at the quadrature-phase signal branch is implemented by a 12 taps modified haif-band 

filter derived from the 23 tap half-band lowpass filter chosen earlier. The complexiry of the low- 

pass filter per (I+Q) branches per 11 carriers. in an effective data rate of 15 MHz. is 

12 15 MHz = 180 M multiply-accumulate (MAC) operations 

with the assurnption that a DSP cm execute a multiply-accumulate (MAC) as a single operation 

[37]. The sign inverters in the transmultiplexer are not absolutely necessary. Their function is 

only to shift the CDMA carrier block so that the guard band is at DC. It has no impact to the per- 

formance of the transmultiplexer system. As a result, in order to reduce complexity. the sign 

inverters are eliminated. 



4-52 Complexity Estimate for the Polyphase Network 

The polyphase network consists of two identical polyphase filters. There are 12 subfi1- 

ters in each of the polyphase tilter. The complexity of the polyphase network per (I+Q) branches 

per 1 l carriers is 

192 tap 2.5 MHz - 2 = 960 M multiply-accumulate (MAC) operations 

4.5.3 Complexity Estimate for the FFT 

As mentioned in 4.3.2, the 12 point FFT can be implemented by three 4-point FFïs 

and four 3-point FFTs. It requires 12 real, imag inq  interchange and 12 sign inversions. 64 real 

multiplications and 152 real additions.7'he complexity of the FFT is 

64 2.5 MHz = 160 M real multiplications 

152 2.5 MHz = 380 M real additions 

12 2.5 MHz = 30 M operations 

12 2.5 MHz = 30 M operations 

The total complexity per (I+Q) branches per 11 camers is 540 M multiply and addition operaûons 

and 60 operations for real and imaginary interchange and sign inversion. However. it should be 

noted that some of the real additions perfonned in the 3-point FFT can be combined wirh the rnul- 

tiply operations and becorne multiply-accumulate (MAC) operations. 

At the output of the FFI' for each of the demultiplexed carriers of odd camer number- 

ing, there is a sign change operating at the rate of 2.5 MHz and its complexity is 



2 - 6 2.5 MHz = 30 M operations 

4.5.4 Complexity Estimate for the Rate Change Mechanism 

The rate change mechanism consists of a 3rd order CIC interpolation filter and a 2nd 

order approximation. The CIC interpolator has complexity per-carrier per (I+Q) branches as 

shown below: 

Comb filter stage: 

2.5 MHz* 3 2 = 15 M additions 

Integrator stage : 

10 MHz * 3 2 = 60 M additions 

Total complexity per (I+Q) branches per-carrier: 75 M additions 

Total complexity per (I+Q branches per 11 carriers: 825 M additions 

To improve the p value two Goodman haif-band filters. F I R I  and IFDU. can be used. 

IFIR1 has 7 non-zero coefficients and IFIR2 has 5 non-zero coefficients. Therefore the complex- 

ity per (I+Q) branches per carriers is 

2 (7 2.5 MHz + 5 5 MHz) = 85 M multiply-accumulate (MAC) operations 

Total complexity per 11 carrier per (I+Q) branches is 935 M multiply-accumulate 

(MAC) operations. Since the 2-stage option has higher complexity. only the CIC option is con- 

sidered. The second order interpolation is canied out at 8fchip and this procedure requires two 

multiplications and one addition. Moreover one addition is performed in order to obtain Ui and 

one addition to otbain 1 - ui- It should be noted b a t  these two additions can be shared by al1 the 



11 carriers in the CDMA specaum. The cornplexity of the 2nd order approximation per (I+Q) 

branches per 1 l carriers is 

2 - (8 1.2288 MHz - 3 11 ) + 1.2288 MHz-8 2 = 669 M multiply addition operations 

The total complexity for the rate change mechanism is: 

825 + 669 = 1494 M multiply-accumulate (MAC) operations 

4.5.5 Total System Complexity Estimate 

The total system cornplexity per (I+Q branches per 11 carriers is 3535 M multiply 

accumulate operations. A detailed description of the operation required is presented in Table 4.1. 

Table 4.1 Cornparison of complexity of aansmultiplexer and per-carier implemented 

channelizer (per 11 carriers per I+Q) 

LPF 

1 NCOs 

FFT 
r 

FFT(sign inverters) 

1 2596 (operation) 1 

Transrnultiplexer 
(M operations) 

180 (rnultiply-accumulate) 

600 (multiply and addition) 

30(operations) 

L 1 1 
........ . ._ ...._..... :..;,. 

i P ~ f Y X J w $ ~ i l ~ $ ~ ; ~ j : j I $ ~ : , i < ~ :  i.... :':_j:jzI,j:j: ziiii 960(m ul tipi y -accum la te) ...... .............................. .. ....;...... > ...;. ..; .,... :.; .......................... :.:..:.:':::; .::.:::y '::... .........' :.:'::: ;. ..:...'......:.;:-:$j*ii~IFrl*e;rSiiI.~iI.. ............................. ;,::./ {!,<::': .! 
.:. ... j ~ ~ ~ ~ :  ... :;:.::.:.:.:,: .... :.:.:.:.:... ................. ............................... .:,. : : ............................. :..... . . . . . . . . . .  .:.:. 1786(multipiy-accumulate) 

1 3rd Order CIC Interpolator 825 (addition) 1 8 12 (additions) 1 

Per-Carrier 
(M operations) 

2nd Order Rate Change 669(multiply and addition) 
m' 



4.6 Cornparison of Polyphase-FFT and Per-Carrier Approach 

Table 4.1 presents a cornparison of the complexity of the polyphase-FFTItrmsmuiti- 

plexer and the per-carrier approach. From the table one cm see that the polyphase-FFï approach 

has close to a factor of 5 advantage in tems of the total cornplexity compared to the per-carrier 

approach. This is for a complexity measure that involves a count of al1 opeartions performed by 

the demodulator. However, it should be noted that the cornparisons made in the table are not 

exact The reason is that not al1 die operations between the two approaches are of equivalent 

complexity. In parùcular, the operation count for the CIC/HDF in the per-carrier approach has to 

be distinguished from the rest of the table since the HDF involves only additions. No multiplica- 

tion is required. Additions are less expensive to implement in VLSI (requires fewer gates) than 

rnuItiplications. 

Taking account of the differences in operation type, it can be concluded that the low 

complexi ty of the pol yphase-FFT ap proach over the per-carrier approac h is because the former 

approach has replaced the operation intensive NCOs and HDFs with FFï and LPF operations. 

The digital down conversion operation of the per-carrier approach needs 11 dedicated NCOS. In 

addition. the large ROM storage requirement of the NCOs adds cornplexity. In the polyphase- 

FFT systern. because of the relationship between the sampling rate and the IF frequency, an NCO 

is not required. 

In terms of carrier selecrion. the polyphase filter has a complexity about half of the 

carier select filter in the per-camer approach. The CIC interpolators following the carrier selec- 



tion used in both the polyphase-I3T and per-carrier approach are actuaiiy the same. The differ- 

ence in operation count is due to the minor dinerence in data rate. In the polyphase-FET approach 

the data rate is a multiple of 1.25 MHz while in the per-carrier approach the data rate is multiple 

of the chip rate = 1.2288 MHz. 

It should be noted that although the polyphase-FFT approach has an advantage over 

the per-camer approach in terms of system complexity for a fully deployed system with 11 carri- 

ers, the polyphase-FFI' approach incurs a high start-up cost. In the polyphase-FFT system only 

the cost of the CIC interpolators and the 2nd order approximation unit is incremental. In other 

words, no matter how many CDMA carriers are present in the specmm, a cellular operator has to 

absorb the cost of installing the front end, the polyphase filter and the FFT, except sign inverters. 

which adds up to a total of 1740 M operations. For each carrier an incremental cost due to the rate 

change unit is approximately 139 M operations. As a result the complexity of the polyphase-FFT 

is: 

1740 M operations + 139 n M operations 

where n is the number of carriers and n > 0. 

In the case of the per-canier approach, all  the parts in the system are incremental per- 

carrier. Its cornplexity is: 

1455 n M operations 

where again n is the nurnber of carriers. 

Fig. 4.18 shows a cornparison between the two approaches. It can be seen that the 



cross over point between the two approaches is at 2 carriers which means that the advantage or 

economy of the polyphase-FFI' approach cornes when there are more than 2 carriers in the spec- 

mm. 

It should be noted that the ADC sampling frequency of the per-carrier approach can be 

lowered in order to reduce system complexity. The high ADC sampling frequency is chosen in 

order to compare complexity directly with the polyphase-FFî approach. However, even if the 

sampling frequency of the per-carrier approach is reduced to fs=32fchip= 39.3216 MHz the cross- 

over point is still at 2 caniers. This result shows that the polyphase-FFT approach is more effi- 

cient as the t r a c  increases in CDMA PCS systems and multiple carriers are deployed. 
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Chapter Five 

Receiver FiIter Desien and Svstem Performance Verification 

5 Chapter Overview 

In dùs chapter, the design method for the polyphase canier select filter is presented. In 

order to verify that the transrnultiplexer channelizer designed in Chapter Four satisfies the perfor- 

mance requirements given in Section 2.1. various sysem tests are conducted. The simulation 

mode1 and the testing results are discussed in the second part of this chapter. 

5.1 Receiver Fil ter Design 

As mentioned in Section 3.2.2 the cascade of the transmitter baseband filter. tx[n]. and 

the receiver filter. r,[n]. should approximate a pulse shape which satisfies the Nyquist criteria for 

no ISI. Due to the infinite length of such a pulse shape. it is not physically realizable[2]. How- 

ever, one can use an approximation to a raised cosine pulse which has a limited length to satisfy 

the criteria for no ISI. By graphically overlapping the frequency response of the ideal uansmitter 

filter given by the 1s-95+ standard [SI with a root raised cosine pulse having an excess band- 

width. P. it was found. by visual inspection. that a root raised cosine with 15 9 excess bandwidth. 

bc(eJW). provides a good match to the transmitter filter. This cornparison is in terms of the tran- 

sition band and passband bandwidth. and ignores the fact that the passband ripples positions are 

not aiigned. This observation is shown in Fig. 5.1. Assuming that both the transmitter filter and 

the receiver filter are root raised cosine filters with I 5 C/c excess bandwidth then the cascade of the 



two filters will be a raised cosine response with 15 % excess bandwidth, r&]. The frequency 

response of the raised cosine pulse is kc(ejw). A raised cosine pulse shape with 15 % excess 

bandwidth c m  be used as a design target for the cascade of tJn] and r,[n]. Using (5.1) below, a 

frequency mask for die receiver filter function c m  be obtained as 

where ~ , ( e j ~ )  is the frequency response of r,[n] and T',(ejw) is the frequency response of &[n]. 

MHz 
Frequency 

0 

- 1 0  

-20 

-30 

% 
4 0  

-50 

-60 

-70 - 
O 

Fig. 5.1 Frequency response of Tx[n] and a 15% root raised cosine pulse with 15 O/c 
excess bandwidth 

5.1.1 Carrier Select Fil ter Design for the Transmul tiplexer Sys tem 
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In the transmultiplexer approach. the receiver filter function consisü of a low pass fil- 

ter. a polyphase carrier select filter and a CIC interpolator. The effect of the low pass filter on the 

receiver filter function is ignored due to its relatively Bat and large passband. Thus. in the tirne 
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domain, the receiver function is considered as a cascade of the polyphase carrier select filter and 

the CIC interpolator. Their relationship in the frequency domain is given in (5.2), 

where ~ ~ ( e j ~ )  is the frequency response of the polyphase c d e r  filter and clc(dW) is the fre- 

quency response of the CIC interpolator. Combining (5.1) and (5.2). the relationship between the 

baseband Elter. carrier select filter and the CIC interpolation is given in the frequency domain in 

(5.3) as, 

The frequency domain relation shown in (5.3) can be used to calculate the desired frequency 

response for the polyphase cimier select filter using the frequency sampling filter design method. 

In this frequency response the passband degradation due to the roll-off of the CIC interpolator has 

airçady been cornpensateci. The two frequency sampling filter design methods, represented by a 

= O and a =OS. are discussed in detail in Appendix A. The frequency sampling tilter design 

method with a = 0.5 was used in conjunction with a Kaiser window function for the design of the 

polyphase camer select filter in order to obtain a stopband attenuation characteristic which satis- 

fies the requirements given in Section 2.1. In addition. the transition band of the filter designed 

was widened in order to achieve a better stopband attenuation. Using the methods discussed 

above. a 192 tap FIR filter was designed. The frequency response of the filter is illustrated in Fig. 

5.2. The camer select filter designed has a stopband attenuation of -90 dB ar 1.25 MHz and 

beyond. The passband of the carrier select filter is slightly curved upward in order to compensate 

for the roll-off of the CIC interpolator. The noise bandwidth for the receiver filter function. 

R,(dW). is 520 kHz. In terms of stopband attenuation and noise bandwidth. the carnier select filter 



and its corresponding receiver filter function satisfy the requirements specified in Section 2.1. In 

Fig. 5.2 the frequency response of the carrier select filter without compensation for the CIC inter- 

polator is shown in order to emphasize the upward curved passband of the carrier select filter. 
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Fig. 5.2 Frequency response of the carrier select filter f,= 15 MHz 
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5.2 TMUX Testing System Setup 

To investigate the performance of the transmultiplexer c hannelizer against the perfor- 

mance requirements derived in Section 2.1, a simulation model for the CDMA transmitter and 

receiver system was developed according to the architecture specified by the 1s-95+ standard [SI. 

The block diagnm for the simulation mode1 is shown in Fig. 5.3. In the model. the ik[n] and qk[n] 

sequences are the data sequence for the in-phase signal branch and the quadrature-phase signal 

branch respectively, of the kth CDMA carrier transmitter. The baseband filter at the transmitter is 

the 48 tap FIR filter specified by the 1s-95+ standard 151. M e r  baseband filtering. the ik[n] and 

qk[n] sequences are modulated to the frequency position of the kth carrier in the IF band in the 

QPSK modulation format. The different QPSK rnodulated carriers are summed topther to form 

a channel signal. in this simulation model no non-Iinearity or noise is added to the signal by the 

channel. At the receiver for the model, the signal sequence consisting of n carriers. where n is 

equal to the number of QPSK CDMA carriers in the channel. is fed into the transmultiplexer 

channelizer for carrier demultiplexing. The iek[m] and qek[m] sequences are the estimated values 

of the ik[n] and ~ [ n ]  data sequences at the output of the transmultiplexer channelizer. The simu- 

lation model illusuated in Fig. 5.3 is the model for al1 the system performance venfications per- 

forrned in this thesis. 

Since the simulation is for a discrete-time model, it is desirable to have the transmitted 

signal sequence have a cornmon reference sampling rate with the ADC in the receiver model. 

Since the baseband filter operates at 4fchip, an interpolator, which is capable of handling interpo- 

lation by a rational factor, is used to interpolate to 60 MHz. the sampling frequency of the ADC 



of the receiver. 
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Fig. 5.4 Setup of rational interpolator 

In Fig. 5.4. the block diagram of the rational interpolator is shown. The QPSK modu- 

lation was interpolated to a sampling frequency of 60 MHz. In this way, no further rate conver- 

sion is necessary in order to convert the sampling rate of the transmitted signal sequence to the 

ADC sampiing rate. By the interpolator shown in Fie. 5.4. a perfect rational interpolation is 

made. t,[n] is the impulse response of the transrnitter filter given by the IS-95+ standard [SI. 11 

and 12 are the interpolation filters used to eliminate the image introduced by the interpolation pro- 

cedure. In practice. the signal is interpolated by 3 125 through a cascade of 5 interpolate-by-5 

operations since a one-time interpolation of 3 125 would make the interpolation filter exceedingly 

long. complex and hard to design [2]. 

5.3 Per-Carrier FFT Output Response 

Fig. 1.2 is used as a reference for carrier numbering: the center frequency of carrier n 

is 1.25n+7.5 MHz. where n can be an integer frorn 1 to 1 1. In Fig. 5.5, s(ejw). the frequency 

response of a carier  at 16.25 MHz. the position of the 7th carrier. with a sampling rate of 60 

MHz. is shown. The center of the IF band. fF. is 15 MHz. The carrier signal is generated by 

modulating the impulse response of the baseband filter of the 1 and Q signal branches at a Sam- 

pling frequency of 60 MHz with a carrier at 16.25 MHz. 



In the transmultiplexer front end, the signai is dom-shifted and converted to an ana- 

lyticd signal. In Fig. 5.6, sA(dW), the fiequency response of the analytical signal of the single 

carrier at the position of the 7th canier (8.75 MHz) is shown. This anaiytical signal is then the 

input to the TMUX and Fig. 5.7 shows the 1 and Q signal outputs of the FFT for the 7th canier. 

v I ( d W )  and FFTjQ(ejW) respectively. It is shown in the diagram that the 1 and Q signals are 

perfectiy aligned with each other. Since the 1 and Q signals at the outputs of the FFT are the 

same. from this point on. only the 1 signal is discussed and it represents both the 1 and Q signal 

responses. As shown in Fig. 5.7, the attenuation around 1 .Z MHz is about - 140 dB. This is the 

sum of the attenuations from the -50 dB stopband of the transrnitter Elter and the -90 dB stopband 

of the polyphase carrier select filter. The upward dope is due to the compensation for the CIC 

interpolator. w hich has been built into the polyphase c h e r  select filter. 
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Fig. 5.5 Frequency response of a single carrier at 16.25 MHz (the 7th carrier) 



Fig. 5.6 Frequency response of the analytical signal of one carrier at the position of the 
7th carrier 
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Fig. 5.7 Frequency response of the FFT output for the 7th camer (LQ) 

The I and Q signal output of the FFI' for the 7th camer at a sarnpling rare of 2.5 MHz 

is then fed into the rate change mechanism. which consists of a third ordzr CIC and a second order 

linear approximation. In Fig. 5.8a. the impulse response of the 7th carrier's signal at a sampling 

rate of 10 MHz before the second order linear approximation. dCi0[nj. is shown. Its impulse 



response after the second order approximation, ddfc[m], is shown in Fig. 5%. The output shown 

in Fig. 5.8b has a sarnpling rate of tifchip = 9.8304 MHz. 

In Fig. 5.9 the frequency response of the output of the rate change mechanism, 

~ , ~ ~ ( e j ~ ) ,  and the frequency response of the signai at 10 MHz before the 2nd order approxima- 

tion (dotted line), ~ , ~ ~ ( d ~ ) ,  is shown. Fig. 5.9 shows that the 2nd order interpolation has 

increased the noise floor of the signal. Other than adding this impairment to the signal. the pas-  

band of the output from the 2nd order approximation agrees very well with the original signal at a 

sampling rate of 10 MHz. The -33 dB side lobes shown in Fig. 5.9 are due to the gentle image 

80 100 1 20 140 160 180 200 

Time interval = 100 ns 

Fig. 5.8a.b The 7th carier's impulse response before and after the 2nd order 
approximation 

attenuation of the CIC interpolator to the images introduced by the interpolation process. The 



magnitude of these side lobes is the same as in the per-cher approach. The signal containecl in 

these side lobes has the same correlation to the information signal contained in the main lobe as 

white noise. This is discussed further in Section 5-6. Note, however that an interferer at a fre- 

quency position about 2 MHz offset from the carrier will be attenuated by at least 90 dB, the stop- 

band attenuation of the polyphase c h e r  select Her .  
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Frequency 

Fig. 5.9 Frequency response at the output of rate change mechanism 

5.4 Signal-to-Aliasing Ratio (SAR) 

In the TMUX. the analytical signal is decimated by a factor of 6 from 15 MHz to 2.5 

MHz and filtered by the polyphase carrier select filter. Assume that there is only one camer in the 

CDMA spectrum. Dunng the decimation pmess the signal in the canier is distorted by aiiasing 

from its own image. The amount of distortion is detemined from the shape and the stopband 

attenuation of the polyphase carrier select filter. The signal-to-aliasing ratio (S AR) is a measure 



of the ratio of the signal power to the distortion caused by aliasing. In Fig. 5.10 the frequency 

response of the polyphase carnier select filter, ~ ~ ( e j ~ ) ,  is shown with its image (the doned line) 

centered at fs = 2.5 MHz sarnpling rate. Portions of the ~ ~ ( e j ~ )  spectrum are overlapped or 

aliased by itr image. However, the level of distomon, as noted on the diagram, is approximately - 

105 dB. Therefore, from Fig. 5.10, it can be concluded that the SAR value of the transrnultiplexer 

is -105 dB. 

MHz 
Frequency 

Fig. 5.10 Frequency response of carrier seiect filter at 2.5 MHz sarnpling rate 

5.5 Signal-to-Crosstalk Ratio (SCR) 

As shown in Fig. 2.2, the stopband of the transmitter baseband filter is at 740 k H z  

which is greater than one-half of the 1.25 MHz carrier spacing. 625 H z .  Therefore, when there is 

more than one carrier in the CDMA spectrum, crosstallc, due to overlap of the adjacent carrier is 

expected. The crosstak caused by an adjacent camer  is s h o w  in Fig. 5.1 1. in the diagram the 



frequency responses of two transmitter baseband filters, T,(dw), 1.25 MHz apart are s h ~ w n .  The 

region where the two frequency responses overlap each other is the crosstalk region. The signal- 

to-crosstak ratio (SCR) is a mesure of the ratio of the signal power to croutalk noise. To exam- 

ine the SCR value the following experirnents were done. For a spectnim width of 15 MHz, only 

one carrier is taken to form the transmultiplexer receiver input and the carrier number is 7. The 

signal power at the per-carrier FFT output, corresponding to the 7th canier. is caiculated. Then, 

the same 15 MHz spectnim occupied by ten carriers, i.e., all carriers except the 7th carier, is used 

as an input to the TMUX. The analytical signal at the mnsrnultiplexer output, sA(ejW), is shown 

in Fig. 5.12. At about 8.75 MHz. the position of the 7th carrier in the analytical signal. there is a 

null. The difference in magnitude between the other carriers and the bottom of the nuU is about 

50 dB. This shows that no signal is occupying the position of the 7th carrier. Therefore the power 

appearing at the 7th carrier's FFT per-camer output is purely noise due to crosstalk. In Fig. 5.13, 

rhe frequency response of the output of the FFT for the 7th carrier, FFT7(dW), is shown. 
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Fig. 5.12 Analytical signal of 10 carriers in front of TMUX 
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Fig 5.13 Crosstalk at the position of the 7th carrier 

By comparing Figs. 5.1 1 and 5.13. it is found that the shape of the crosstalk is. as 

expected, greatest in the overlapping region between the two adjacent carriers. Furthemore. the 

crosstaik's main lobe is centered at 625 kHz. which is also the cross-over point between the two 

adjacent carriers. After cdculating the power of the signal in the FR. output for the 7th carrier 

without crosstalk. and the power of noise caused by crosstaik. the SCR value was found to be 14.7 



dB. The SCR value was higher for a boundary carrier, that is, the Brst and the I 1th canier. The 

SCR value was 17.7 dB for the boundary carrier. This is due to the fact that the carrier at the 

boundary of the CDMA spectrum has crosstalk from the adjacent carrier on only one side. How- 

ever, for other carriers the source of crosstdk is from adjacent caniers on both sides. As a result 

there is a 3 dB difference in SCR values for these two cases. 

Sirnilar calcuiations have been done for the carrier signals at the output of the rate 

change mechanism. It is found rhat for non-boundary camer positions. the SCR value was found 

to be 16.7 dB and for boundary camer, it was found to be 19.7 dB. The enhancernent to the SCR 

value is due to the attenuation introduced by the 3rd order CIC interpolator in the rate change 

mechanism. Recall from Fig. 3.15. at 625 W z  the CIC filter has an attenuation of about 

2 dB. 

Simulations have been camed out such that the transmit filter and the receive filter are 

replaced with ideal root raised cosine filters with 15 % excess bandwidth. It is found the SCR 

value is 14 dB for the case of a boundary carrier where crosstalk only cornes from an adjacent 

camer on one side. The transmultiplexer. with a SCR value at the input to the baseband CDMA 

demodulator of 19.7 dB. has a better performance than an ideal root raise cosine filter in terms of 

crosstalk attenuation. 

in fact. as suggested earlier. the distortion due to crosstalk is caused by the relation- 

ship between the canier bandwidth and the carrier spacing of the CDMA system specified by the 

IS-9% standard [ 5 ] .  With the stopband frequency of the baseband filter. which shapes the carrier 



signal at the transmitter, greater than one-half the carrier spacing, it is certain that spectrum over- 

Iap will occur. Therefore. the crosstalk noise is a characteristic of the CDMA system and is not 

caused by the polyphase carrier select a t e r  in the transmultiplexer system. However, the 

polyphase carrier select filter cm, to some extent, reduce the crosstak by a haWig a sharper tran- 

sition band. Nonetheless, a sharper transition band also means that a longer filter is needed. 

This. in tum, would increases the system complexity. As wiU be shown below, this is unneces- 

sary. 

Let's investigate the impact of crosstalk noise on the SNR of the CDMA signals. 

Assume that there are N users occupying a CDMA c h e r  and, in particular. that there are N users 

in each of the carriers adjacent to the carrier. Ignoring thermal noise 

noise power faced by a user's signal in a canier is given in (5.4). 

noise ,,,, = (N - 1 )  S + n o i ~ e , , , ~ , , ~  

and other noise sources, the 

(5.4) 

where S is the signal power of one user. We have made the assumption that every user has the 

same signal power due to perfect power control and that the noisemsa is the noise power due to 

croçstalk. Since there are N carriers in each of the adjacent camers, the crosstalk noise power is: 

where l/x is the crosstalk attenuation provided by the transmultiplexer system. The l/x value var- 

ies depending on the relative position of the carrier in the CDMA spectrum. The SNR of a user 

signai c m  be calcuIated as follows : 

SNR = S - - 1 
S N 

( N - l ) S + N -  ( N - l ) + -  
X X 



Iudging frorn (5.6) the impact on the SNR of the attenuated crosstalk noise relative to increasing 

the number of CO-channel users by one is lower by a factor of N/x. For a typicd CDMA system 

with N=32 [27] and the SCR equal to 16.7 dB, the SNR degradation caused by crosstallc is 0.68 

the S N R  degradation caused by adding one more in-band user. These result. show that the 

impairment caused by adjacent canier interference, or crosstalk. is minor. 

5.6 Simulations with Real Random Data in the Tkansrnitter/TMUX Chain 

In this section of the thesis, a random sequence. xk[n]. is input to the simulation mode1 

of the tmnsrnitter/receiver chah shown in Fig. 5.3. The sequence. xk[n]. is a random sequence 

which simulates the PN spread sequence on the reverse Link specified by the IS-95+ standard [ 5 ] .  

Each symbol of the random sequence represents a chip. Unlike the reverse link transmitter archi- 

tecture, which uses a Q-PN spread sequence with a half PN chip delay at the Q signal branch. and 

a 1-PN spread sequence at the 1 signal branch. only one randorn sequence. xk[n], is to simulate the 

1 and Q-PN spread chips. This is due to the fact that in this simulation only the QPSK signal per- 

formance of the transmultiplexer channelizer is investigated. so the offset QPSK feature and the 

modulation of the 1 and Q signals with two dinerent PN sequences. which are related to the 

CDMA despreading processes. specified by the IS-95+ standard [SI in the transmitter is simpli- 

fied. These two features will be included in the simulations discussed in Section 5.7. 

The ADC of the transmultiplexer receiver samples the IF signal at a rate of 60 MHz. 

In our simulation. the sampling rate of the output of the transmitter is requùed to be at 60 MHz. 

Since 60 MHz is not an integer multiple of Qhip= 1.2288 MHz. the basic unit of the transmitter 



samphg rate, an interpolator, which is capable of handling interpolation by a rational factor, has 

to be used to interpolate the random sequence to a sampling frequency of 60 MHz. Ideally, the 

exact interpolation method described in Fig. 5.4 could be used. However, the memory required to 

perform this interpolation is beyond the availabIe cornputhg resource. It should be noted that the 

exact interpolation method is viable for the simulation tests canied out in the preceding sections 

due to the fact that only the relatively short sequence corresponding to the baseband vansrnitter 

filter is interpolated. For a long random sequence. a l e s  memory intensive interpolation method. 

the 2nd order approximation method descnbed in Chapter Four. is used. The structure of the 

transmitter with the 2nd order approximation is shown in Fig. 5.14. 

fc hip 
+ + 4 *  

k[n] +f 125- Il+. 2nd + 
+l2 

12, 
APP- - A 

sin (2xfkiTs) 

Fig. 5.14 Structure of CDMA transmitter for data simulation 

In Fig. 5.14, xk[n] is the random sequence for the kth carrier at a sampling rate of 

fchip=1.2288 MHz. The up-sampler adds 3 zeros beween  every 2 consecutive samples of xk[n] to 

interpolate the sampling rate to 4fchip &[n] is the baseband lowpass filter specified by the IS-95+ 

standard [5] .  After the random sequences at the I and Q signal branches have been bandiimited 

by &[n] they are interpolated by a factor of 125. The interpolation is implemented by a three- 

stage interpolator with interpolation by a factor of 5 at each stage. Using equation (4.40). it is 



found that the 2nd order linear approximation can provide about 107 dB SDR by interpolahg the 

signal by a factor of 125. Since the 2nd order approximation is not ideal, additional quantization 

noise is added to the signals and the result of simulation is expected to be slightly worse than the 

ideal ones. After the 2nd order approximation, the sampling frequencies of the I and Q signal 

sequences are interpolated to 5 MHz and they are further interpolated to 60 MHz. Finaily, the I 

and Q signal sequences are modulated to the frequency position of the 6th carrier. The frequency 

response of the 6th carier's signal, s6(ejw), in front of the TMUX front end is shown in Fig. 5.15. 

The signal is centered at 15 MHz. The frequency response of modulated signa. of the 6th carrier 

at the output of the rate change mechanism, ~ ~ ( e j ~ ) ,  is shown in Fig. 5.16. For the same reason 

as in Fig. 5.9. the side lobes shown in Fig. 5.16 are due to the gentle stopband attenuation by the 

third order CIC interpolator of the images caused by interpolation. The p value is found to be 

0.988. This p value is lower than the one obtained in the per-carrier approach which is 0.990. 

This is due to the quantization noise added by the 2nd order approximation employed both in the 

vansrnitter and the receiver of the simulation model. 

Besides modulating the baseband filtered xk[n] to the position of the 6th carrier. it is 

aiso modulated to the fiequency position of the 1 lth carrier which is centered at 2 1.25 MHz. 

After the transmultiplexer front end, the transmultiplexer operation and the rate change mecha- 

nism, the p value for the 1 lth carrier modulated signal is found to be 0.988. It is the sarne as the 

p value obtained for the signal at the 6th carrier frequency. 
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Fig. 5.15 Frequency response of sa["], modulated signal of the 6th carrier at 

f, = 60 MHz 

Fig. 5.16 Frequency response of the rnodulated signal of the 6th carrier at the 
output of the rate change mechanism 
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Fig. 5. 17 Frequency response of the rnodulated signal of the 6th carrier at the output 
of Goodman half-band filter implemented rate change mechanism 

As suggested in Section 4.4.1 the side lobes shown in Fig. 5.16 can be eliminated by 

using interpolation filters with better stopband attenuation, such as the Goodman half-band filters. 

A simulation has been carried out with a 19 tap and a 11 tap Goodman haIf-band filter as the two 

stage interpolation filters used in the rate change mechanism. The Goodman half-band filters 

used in this simulation have better performance than the filters suggested in Section 4.4.1. The 

best p value is obtained when the side lobes are completely eliminated. The frequency response 

of the modulated signal of canier 6 at the output of the rate change mechanism. ~ * ( e j ~ ) ,  when 

Goodman half-band filters are used. is shown in Fig. 5.17. In the diagram it can be seen that the 

side lobe has been lowered to -70 dB. The p value is enhanced to 0.991. In terms of the p value, 

the Goodman half-band filters have better perfomance than the CIC interpolator. In other words, 

the side lobes introduced by the CIC interpolator degrade the p value slightly. Simulations have 

been carried out such that the output of die rate change mechanism is high pass filtered and. thus. 

only the side lobes remain. The sequeru corresponding to the side lobes is compared with the 



data sequence which is the input to the trammitter receiver chain. It is found that the correlation 

between these two sequences is zero, i.e. the same as the correlation between a Gaussian noise 

sequence and the data sequence. Therefore, it can be concluded that the information contained in 

the side lobes has the same correlation to the input to the transmittedreceiver chah as Gaussian 

noise. AIthough the Goodman half-band filters have better performance in tems of the p value, 

this advantage disappears afkr the input to the baseband demodulator is quantized to 4 bits. The 

frequency response of the Cbit quantized output of the CIC interpolator rate change mechanism, 

~ ~ ~ ~ ( d ~ ) ,  is s h o w  in Fig.5.18. It can be seen that the noise floor has been elevated by the Cbi t  

quantization noise to a level such that the side lobes are masked. Thus. the degrading effect of the 

side lobes to the signal is negligible after the 4-bit quantization. 

Freq uency 

Fig. 5.18 Frequency response of the modulated signal of the 6th camer after the 4-bit 
quantization at the baseband CDMA dernodulator 



5.6.1 QPSK Eye Diagram 

The eye pattern shown in an eye diagram is the synchronized superposition of all pos- 

sible signals of interest that constitute the output from the receiver viewed within a particular sig- 

naling interval 123 - 251. For a binary system, such as each of the QPSK branches of the 

transmultiplexer receiver, the eye pattern resembles the shape of a human eye. In this thesis the 

eye pattem for each QPSK signal branch is caiied the QPSK eye pattern. The interior region of 

the eye pattem is caüed the eye opening. The middle or "zero" of die eye opening is the threshold 

for a binary system. The width of the eye opening tells one the ùme interval over which the 

received signal can be sampled without error from ISI for a system without noise. If the vertical 

distances between the middle of the eye in either the positive or negative direction are decreasing 

then the eye is closing and the likelihood that a small noise will cause an error when the sampling 

error in the received signal is increased. Therefore the eye opening of a signal c m  indicate the 

quality of the receiver chain and thus the performance of the receiver. The ideal eye opening with 

no ISI is 100%. 

Eye diagrarns have been plotted for signal sequences output from the rate change 

mechanism when the modulated signals for the 6th and 1 lth carrier are used as input to the trans- 

multiplexer receiver system. The eye diagrams are shown in Fig. 5.19 and Fig. 5.20 for Carrier 6 

and I 1 respectively. The QPSK eye openings for the 6th and the 1 lth carrier are both found to be 

80.5% Recall from Section 5.6. Carrier 6 and 11 modulated signals also have identical p val- 

ues. Since both the QPSK eye opening and the p values are indicators for ISI performance it cm 

be concluded that camer positions at the center of the 15 MHz CDMA spectnrn have approx- 



Fig. 5.19 QPSK Eye diagram of the modulated signal of the 6th carrier 

Fig. 5.20 QPSK Eye Diagram of the modulated signal of the I l  th carrier 



+ the same ISI performance as a carrier at the boundary of the spectrum. 

It should be noted that the QPSK eye diagrams for the QPSK CDMA signals shown 

are not a realistic performance indicator of the transmultiplexer in CDMA applications. As cal- 

culated in Section 2.1, normally, the CDMA signal is -15 dB below the noise Boor for at a E& 

value of 6 dB. In this situation the eye for the QPSK signal will be closed. In other words, the 

eyes for the QPSK signals in a CDMA system are expected to be closed under normal operating 

conditions. The CDMA despreading process will "open" the eye. Therefore, a better indicator of 

the performance of the receiver channelizer is the p value specified by the IS-95-1- standard [5] and 

the plot of Walsh convolution results after the PN and Walsh despreading processes in the base- 

band CDMA demodulator. These are discussed in Section 5.7. Nonetheless. the eye diagrarns for 

the QPSK signal are an indication of the transmultiplexer channelizer's performance for tone 

interference suppression. 

5.6.2 Tone Lnterferers Suppression 

It is specified in [16] that in the presence of a tone interferer of maximum strength 90 

dB above the CDMA signal at an offset greater than or equal to +/- 1.25 MHz to the CDMA fre- 

quency assignrnent, the CDMA system should be abIe to maintain a FER of less than 1.5% with- 

out increasing the signal power by more than 3 dB. Simulations have been carried out in order to 

investigate the performance of the transmultiplexer receiver in the presence of such a tone inter- 

ferer. A 90 dB tone has been added to the transmitted signal before it enters the transmultiplexer 



front end. Two simulations have been conducted: 1) a tone is placed at 16.25 MHz with the pres- 

ence of a modulated signal of Camer 6 centered at 15 MHz; 2) a tone is placed at 22.5 MHz with 

the presence of a modulated signal of Carrier 11 centered at 21 -25 MHz. In Fig. 5.2 1, the fre- 

quency response of modulated signal of the 1 lth c h e r ,  ~ ~ ~ ( d ~ ) ,  with the 90 dB tone is shown. 

After the modulated signal of the 1 l th canier has b e n  processed by the transmültiplexer, it is fed 

into the rate change mechanism. The fiequency response of the output of the rate change mecha- 

nism for the 11th carrier, ~ , ~ ~ ( d ~ ) ,  is shown in Fig. 5.22. In the transrnultiplexer, the tone inter- 

ferer is attenuated by the polyphase carrier select filter to approximately the same level as the 

signal. In the rate change rnechanism, the residue of the tone is further attenuated to -35 dB by 

the CIC interpolator. Sirnilar simulations have been conducted for modulated signal of the 6th 

carrier. The p values for Carrier 6 and 1 i are obtained and they are both equal to 0.988. This is 

the same as the p values obtained for Carrier 6 and Il's signal when there is no tone. QPSK eye 

diagrams are also obtained for Canier 6 and Il's signal and the eye openings for both carriers are 

equal to 80.5% which is the same as the QPSK eye openùigs when there is no tone. The QPSK 

eye diagrarns for C h e r  11 and Carrier 6, with tone interference suppressed, are shown in Fig. 

5.23 and 5.24 respectively. Based on these simulation results, it c m  be concluded that, in ~ r m s  of 

FER and ISI performance. the effects of tone interference on carriers in the CDMA spectmm have 

been minirnized. 
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Fig. 5.22 Output from Rate Change Mechanism with 90 dB tone 
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Fig. 5.23 QPSK Eye diagram for the modulated signal of the Ilth carrier with 90 dB 

tone 
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Fig. 5.24 QPSK Eye diagram for the modulated signal of the 6th carrier with 90 dB 
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5.63 Quantization Noise to the Transmultiplexer Demoduiator 

In al l  the previous test cases it has been assumed that the F E  filters used in the m- 

multiplexer system and the FFT effectively have infinite word length and aridunetic precision. 

However. in practical application, this is seldom the case. Similar to the analysis performed in 

Chapter ïkree, the coefficient word length of the FIR Blters used in the transrnultiplexer system 

are determined by examining the desired stopband attenuation required of the filters. For the case 

of the lowpass filter used in the ~ansmultiplexer front end, -100 dB attenuation is required. 

Assuming 1 bit corresponds to approximately 6 dB dynamic range. 18 bits are needed to meet 

this goal. In the case of the polyphase carrier select filter. -85 dB stopband attenuation is 

expected. Therefore at least 14 bits are needed for the filier coefficient word length. 16 bits are 

used in the following simulations. 

In aiI the previous test cases. direct computation of the FJT is assumed. Using the lin- 

ear noise mode1 suggested in [20]. quantization error is added to the FFî because of the finite pre- 

cision complex multiplications of the input, x[n], by the complex exponential factor, w@. As 

shown in Fig. 5.25. the quantization noise is modeled as white noise and it is added to the FFT 

system after each complex multiplication. e[n,k] is the complex error inaoduced by rounding off 

the product x[n]w$". ER] is the summation of ail such quantization errors. Since there are four 

real muitiplications for each complex multiplication, there are 4 quantization error sources for 

each complex multiplication. In the simulation each real multiplication is quantized. It is found 

that to reproduce the performance of the transmultiplexer when no quantization effect is 

included. each real FFT multiplication must be quantized to 16 bits. The CIC interpolator used in 



the rate change mechanism cm use the register mncating scheme descnbed in Section 3.4.2 to 

minimize the impact of the quantization noise due to finite anthmetic precision. 

Fig. 5.25 Linear noise mode1 for quantization of direct form FFT computation 

Simulations similar to the ones described in Section 5.6 have been conducted with the 

effect of the quantization errors taken into account. Signals from Carrier 6 and 11 are input to the 

quantized transmultiplexer with and without a tone interferer. It is found that without the tone the 

p values and QPSK eye openings for the signal from both carriers are the sarne as for the unquan- 

tized case. However. when a tone interferer is present. the p values for both carrier signals are 

degraded slightly to 0.987 and the QPSK eye openings are degraded to 80%. The degradation in 

1% performance, as shown by the p value and the QPSK eye opening through quantization is 

expected since the major effect of quantization error is to raise the noise floor. Performance cari 

be improved by increasing the word length in the transmultiplexer system. However, this will 

also increase the cost and complexity of the DSP system used to implement the transrnultiplexed 



channelizer system. Nonetheles, this is unnecessary because the effect on the PN/W&h 

despreading process and FER due to the quantization noise is negligible as will be seen in the next 

sections. 

5.7 A Simple DS-CDMA Spreading and Despreading Mode1 

A simple DS-CDMA spreading and despreading model was designed in order to 

investigate the impact of the performance of the transmultiplexer channelizer to the CDMA base- 

band demodulation processes and the effect of tone interference. The structure of the transrnitter 

is shown in Fig. 5.26. The transmitter model shown is based on the reverse link architecture spec- 

ified by the IS-95+ standard [5]. However, the model does not include the long PN code modula- 

tion after the Walsh modulation. This has no impact on the analysis as the purpose of the long PN 

code is to distinguish different users within the same carrier while in this simulation only one user 

per-carrier is assumed. The random data sequence, d[n], is to simulate convolutional encoded 
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Fig. 5.26 Transmitter structure for spreading model 



information at a rate of 28.8 kcps. It should be noted that each Walsh chip consists of either a 1 or 

-1. The mapping of the Walsh chips follows the industry practice. Every 6 s p b o l s  of the data 

sequence. d[n], are mapped to or spread by a Walsh symbol of 64 chips. Each Walsh chip is fur- 

ther spread by 4 YQ-PN chips. Note, the 1 and Q-PN sequences are two different sequences with 

the same period. As a result, the symbol rate after the I/Q-PN spread is 1.2288 Mcps (chips per 

second). There is a delay of 112 PN chip before the Q-PN spread sequence is baseband filtered 

while the 1-PN code spread sequence is baseband filtered directly. The 1 and Q baseband filtered 

signal sequences are interpolated and modulated by sine and cosine functions tuned to a specific 

carrier frequency. The combination of the delay and QPSK modulation is called offset QPSK 

modulation [34]. At the receiver end. after the transmultiplexer channelizer, the CDMA signal is 

demodulated by the structure shown in Fig. 5.27. En this model. non-coherent demodulation is 

used as specified by the reverse link structure of the 1s-95+ standard (51. At the receiver, the out- 

put of the ~ansmultiplexer-rate conversion system is at a sarnpling rate of 8fchip. Since the Q sig- 

nal has been delayed by 1/2 PN chip at the transrnitter, the 1 signal at the output of the receiver is 

delayed by the sarne intervai to offset the delay at the transrnitter. Perfect synchronization is 

assumed. After decimating by a factor of 8. the sequences at the I and Q signal branches are 

despread by the I and Q-PN codes. According to a non-coherent demodulation scheme. the 1 and 

Q signal branches are split into 4 branches as shown in Fig. 5.27. After despreading b y the PN 

codes, the sequences are at a frequency of 307.2 kcps. Groups of 64 symbols at each branch are 

funher despread by Walsh functions. The sequence from branch d in Fig. 5.27 is subuacted from 

the sequence at branch a and i, is formed. Also from this figure, the sequence from branch b is 

added to branch c and q, is formed. i, and q, are then passed through an envelope detector- The 

Walsh function which has the highest matched filter output for the group of 64 received signal 



symbols is chosen as the detected sequence. The sequence of the 6 symbols corresponding to the 

chosen Walsh function is the estimate of the data sequence sent by the transmimr, d,[n]. 

1 

Fig. 5.27 Receiver structure for despreading 

To understand the operation described above and depicted in Fig. 5.27 denote the 1 

and Q signal output from the transmultiplexer system to be i[n] and q[n] respectively. Together 

they form a complex sequence r[n] = i[n] + j q[n]. Also assume that ip,[n] and qpw[n] are the 

cornbined sequence of the 1. Q-PN codes and Walsh symbols, which form a complex sequence 

s[n] = ipw[n] +jqp,[n]. Non-coherent CDMA demodulation c m  be represented as given in (5.7). 



By using an envelope detector. the magnitude of the envelope of the cornplex product sequence 

descnbed in (5.7) c m  be found. This is depicted as the input to the 'Walsh table look up" box in 

Fig. 5.27. 

Simulations have been carried out with the length of d[n] equal to 300 symbols. These 

300 symbols simulate 300 convolutionaiiy encoded symbols. Since the coding aspect of the 

CDMA system described by the IS-95+ standard [ 5 )  is not within the scope of this thesis. the 300 

symbols are represented by randorn numbers. 50 Walsh symbols are generated after the Walsh 

spreading process. The sequence of the Walsh sym bols generated by the Walsh spreading process 

at the transmiaer is referred to as the "reference" sequence. The I and Q-PN spread sequences are 

modulated to 2 1.25 MHz, the frequency of Carrier I l .  We assume there is no noise in the chan- 

ne1 between the transmitter and receiver. At the receiver. the signal sequence is processed by the 

transmultiplexer channelizer. It should be noted that quantization errors have been included in the 

operations of the channelizer. The output of the channelizer is despread by the PN codes of the 

sarne offset and the same sequence of Walsh syrnbols (the "reference" sequence) which have 

been used to spread the data sequence. d[n]. at the transrnitter. Each Walsh symbol consists of 64 



Walsh chips. The Walsh despreading process is given in (5.8): 

where wjk,= w[64(j- l)+k] is the kth Walsh chip within the jth Walsh penod of the "reference" 

Walsh sequence, ~~~,~=~[32(64(j-l)+k)+g] is the kth PN despread received symbol at the jth 

Walsh period with an offset of g. the samphg offset in the 8fchip received signal sequence, and 

cjVg is the convolution result of the jth Walsh period at  an offset g. Fig. 5.28 is the result of the 

convolution. cjVg , between the Wdsh symbols in the "reference" sequence and the received data, 

which has already been PN despread. with and without the presence of a 90 dB tone at 22.5 MHz. 

In Fig. 5.28a. the "O" symbols are the convolution results when there is no tone. In Fig. 5.28b. the 

"+" symbols are the convolution results when there is a single tone interferer 90 dB above the 

CDMA signal and offset from the carrier by 1.25 MHz. The height of each "'0" or "+" symbol is 

the result of convolution between a group of 64 PN despread symbols and a group of 64 Walsh 

chips (a Walsh symbol) from the "reference" Walsh sequence. Different columns of "O" or "+" . 
that is. different g. represent different sarnpling offsets. in one-eighth of a PN chip interval, in the 

8fchip sequence at the output of the transmultiplexer rate change system. The highest point, g=G, 

represents the optimum synchronization/decision point. The diagram formed has a shape that is 

similar to an eye diagram. Comparing the relative positions of the "O' and "+" symbol. it is found 

that they overlap each other. This shows that the PN and Walsh despreading processes have not 

been affected by the tone interferer. 

In fact. the locus of points formed by despreading the received signal sequence by the 

"reference" PN and Walsh sequence has a direct relationship with the p values specified in Sec- 



tion 2.1. Recalling the equation for the p calcularion shown in ( 2 4 ,  each of the summation over 

256 ternis, at PN chip rate (4 times Walsh chip rate), denoted in the numerator of the expression 

is equivalent to a convolution between a 64-chip Walsh symbol and a group of symbols of the PN 

despread received signal sequence, at the Walsh chip rate. In the Walsh eye diagram, Fig. 5.28a, 

the convolution resuit is represented by the "O" symbol To obtain the p value from the Walsh con- 

volution results, cjVg show in Fig. 5.28a, one must nomalize them according to the expression 

shown in (5.9) below: 

where P&] is the p value obtained from the convolution results at an offset g in the received sig- 

nal sequence, N is the length of the "reference" Walsh sequence in units of Walsh symbols and 

sj .kg is the kth PN despread received symbol at the jth Walsh penod with an offset S .  Equation 

(5.9) is actually the same as the equation for p shown in (2.1). It should be noted that the surnma- 

tion penod in (2.1) is 256 PN chips while the summation period in (5.9) is equal to the Walsh 

penod. that is, 64 Walsh chips. The diffirence is due to fact that in (5.9). the received signal 

sequence is despread and decimate-by-4 by the PN chip sequence and then further despread by 

the Walsh functions at one-quarter the PN chip rate while in (2.1). the received signal is despread 

by the PN and Walsh functions at the PN chip rate. R[n]. the ideal sequence from the  transrnirtrd 

receiver chain output for no ISI, is equivalent to wjSk[n] and Z[n]. the output sequence of the 

iniperfect transmittedreceiver chain, which has been degraded by [SI. is equivalent ro sj,i;,gInl- 

When applying equation (5.9) to calculate the convolution between the PN despread signal 

sequence and the Walsh symbols from the "reference" Walsh sequence at the optimum sampline 



t h e ,  that is. g=G, and without tone interferer. a pd [G] value of 0.988 is obtained. This is the 

maximum pd value and, recall rhat p is the correlation coefficient taken at the best synchroniza- 

tioddecision point, pd [G] = p . The best samphg time occurs when the locus of points of the 

convolution results are the highest, g=G, in Fig. 5.28a. The pd[G] value obtained was within 

the specification given in Section 2.1. Using the same argument as for p, a pd [G] value of 

0.988 corresponds to a 0.05 dB EdN, degradation due to eye closure. The sarne value for pd [G] 

(0.988) was obtained in the presence of a 90 dB interfering tone. 

Simulations have been camed out such that each group of 64 PN despread chips is 

despread by ai l  64 Walsh symbols. The results of the convolution between each group of 64 PN 

despread symbols in the transmitted deta sequence and each of the 64 Walsh functions with and 

without the tone interferer. CjVg* are shown in Fig. 5.29 . In Fig. 5.29a. a "O" is the convolution 

result between a group of 64 PN despread symbols and the Walsh symbol in the "reference" 

sequence of Walsh symbols. and the "x" syrnbol is the convolution result between a group of 64 

PN despread syrnbols and one of the 63 Walsh symbols which does not belong to the "reference" 

Walsh sequence when there is no interfering tone. In Fig. 5.29b. the "*" and the "+" correspond 

to the symbols "O" and "+" respectively when a 90 dB tone is present. The convolution results 

between the Walsh symbols. which do not belong to the "reference" Walsh sequence. and the PN 

despread signal symbols are noise to the Walsh despreading process. It is noise in the sense that if 

the convolution results between a non-"reference" Walsh symbol and the received signal 

sequence is greater than the convolution result between the "reference" Walsh symbol and the 

received sequence then the non-"reference" Walsh symbol is selected as the best cstimate for the 

received sequence. In this manner an crror is made. It can be seen from the diagram that every 
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Fig. 5.28 b Eye diagram of Walsh despreading process (90 dB tone) 
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Fig. 5.29a Eye diagram of Walsh despreading process (no tone) 
"O" reference Walsh sequence, "x" other Walsh sequences 



Fig. 5.29b Eye diagram of Walsh despreading process (90 dB tom) 
"*".reference Walsh sequence. "+" other Walsh sequences 



"O" syrnbol is overIapped by a "*" symbol and every "+" symbol is overlapped by a "x" symbol. 

The results of the Walsh despreading operation rernain the same regardless of the presence of the 

tone. Moreover, the Wlsh despreading process noise is essentially unchanged by the tone inter- 

ferer. 

The results obtained above show that the degradation due to a tone interferer at the  

boundary of die CDMA spectnim. on the PN and Walsh code despreading of the carrier signal has 

been rninimized. Simiiar simulations in which the modulated signal of the 6th carier was used 

with a tone intexferer is placed at 1.25 MHz offset were carried out. The results of the simula- 

tions, in t e m s  of the p value and the loci of the Walsh convoIution results. are the same as the 

case when a modulated signal of 11th carier was used. Therefore it can be concluded that the 

effect on the CDMA PN and Walsh despreading process due to a tone interferer inside or ar the 

boundary of the CDMA spectmm have been rninirnized and is independent of camer signal loca- 

tion. 

5.7.1 Tone Suppression in the Presence of Noise 

In this section Gaussian noise will be added to the transmitted signal before it enters 

the receiver as illustrated in Fig. 5.30. Using equations ( 1.1) and ( 1.2). the in-band S M Z  before 

despreading is 

tb S N R  = - - G, 
N o  

where Gp is the processing gain. The SNR before spreading is - 15 dB assuming a EdN, ratio of 

6 dB [29]. 



It should be noted that the Gaussian noise added to the signal that is input to the trans- 

mitter receiver chah is bandhited. This is because the additive noise has been bandlimited by 

the SAW bandpass filter in the IF receiver stage preceding the ADC. Assuming that the SAW fil- 

ter has a perfect passband and stopband charactenstic of rectangular shape with 15 MHz band- 

1 CDMA 
Transrnitter Receiver 

Bandlirnited 
Gaussian Noise 

Fig. 5.30 Noise mode1 for CDMA trammitter receiver chain 

width. a 15 MHz bandlimited Gaussian noise signal centered at f&5 MHz will represent the 

noise added to the CDMA signal. By the central limit theorern [36], Gaussian noise c m  be 

approximated by a sum of a large number of sinusoidal waves of different frequencies having uni- 

where Ak is the amplitude of the kth sinusoidal wave, N is the nurnber of sinusoidal waves used to 

approximate the bandlimited Gaussian noise signal. fk is the frequency of the kth sinusoidal wave. 

and €4 is the phase of the kth sinusoidal wave. The amplitudes of ail N sinusoidal waves are set to 

be constant [36] while Bk is a random phase variable with an uniform distribution from - ic to x. 

The frequencies of al1 the sinusoidal waves are equally spaced in the frequency spectrum. By set- 



ting the frequency of the k=l sinusoidal wave equai to 7.5 MHz and the frequency of the k=N 

sinusoidal wave equals to 22.5 MHz, an approximation of a bandpass Gaussian noise signal is 

obtained. It is stated in 1361 that the higher the value of N is the better the summation of the sinu- 

soidai waves approximates bandlimited Gaussian noise. As a result, N=10.000 cosine waves of 

random phase are summed in order to generate ba.ndlimited Gaussian noise. MATLABTM software 

tools [13] were used to conduct the simulation. The N value is several orders more than required. 

The simulated bandpass Gaussian noise power spectral density, I G ~ ~ ( ~ ~ ) I * .  is shown in Fig. 5.3 1. 

O 5 1 0  15 20 25 
MHz 

Fig. 5.3 1 Bandlimited Gaussian noise generated by summation of cosine functions 

Simulations have been conducted using the set up descnbed in Section 5.8 and a noise 

comesponding to a E c o  of 6 dB added to the CDMA signal. Walsh eye diagrams for the Waish 

despread signal are plotted in Fig. 5.32 and 5.33. With the addition of noise. a Walsh eye diagram 



for the convolution results, cjo, between the received signals of Carrier 11 and the "reference? 

Walsh symbols is plotted in Fig. 5.32a. Fig. 5.32b shows similar results with the addition of a 

tone interferer at 22.5 MHz and noise. Due to the addition of the noise the "eye openings" are 

reduced. The p value found from the Walsh convolution is 0.015. However, It can be seen that in 

the eye diagrarns the locus of the "reference" Walsh despread results in the presence of tone inter- 

ferers is the same as the locus of the "reference" Walsh despread results when there is no tone 

interferer. 

With the addition of noise. a Walsh eye diagram for the convolution results between 

the received signals of Camer 11 and ali 64 Walsh symbols is ploned in Fig. 5.33a . Fig. 5.33b 

replots the results for a tone interferer at 22.5 MHz and noise. The locus of the non-"reference" 

Walsh convolution results. noise to the Walsh despreading process. when there is no tone is the 

sarne as the locus of the non-"reference" Walsh convolution results when there is a tone, see Fig. 

5.33. The legends in Fig. 5.32 and 5.33 are the same as the legends of in Fig. 5.28 and 5.29. Sirn- 

ilar results were obtained with a modulated signal at the 6th carrier instead of the 1 lth carrier. 

Together with the results obtained in the last section, it can be concluded that the transmultiplexer 

successfully recovers the CDMA signals and m e t s  the performance objectives defined for the IS- 

95+ standard [SI. 
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Fig. 5.32 b Eye diagram of Walsh despreading process (90 dB rone and noise. EdN, = 

6 dB) 







5.8 TMUX Performance Summary 

Table 5.1 s u r n m e s  the performance of the transmultiplexer channelizer. 

Table 5.1 Performance of transrnultiplexer implemented channelizer 

S topband Attenuation 
greater or equal to 1.25 
MHz 

Nurnber of Coefficients 1 192 

-- 

16.7 dB (non-boundary carrier) 
19.7 dB (boundary carrier) 

Noise Bandwidth 
(Receiver Systern Func- 
tion) 

P 

1 QPSK Eye Opening 1 80.5 8 

520 kHz 

-98 8 

. -- 

( QPSK Eye Opening 180% 

P 0.988 

p with Tone Interferer 0.988 
- 1 p with E@, Noise Added ( 0.0 15 



5.9 Conclusion 

Ln this chapter a polyphase carrier select lowpass FIR filter for the transmultiplexer 

wideband channelizer was designed. The filtex was designed using the frequency samphg filter 

design method. It has a minimum of -90 dB stopband attenuation at frequencies greater than or 

equal to 1.25 MHz relative to DC. This satisfies the -85 dB minimum stopband attenuation spec- 

ification given in Section 2.1. The receiver filter chah  of the transmultiplexer system has a noise 

bandwidth of 520 kHz which is within the noise bandwidth requirement given in Section 2.1. 

The SAR value. which is a rneasure of distodon caused by aiiasing from the decirna- 

tion operation of the uansmultiplexer, was found to be -105 dB which results in virtuaily no dis- 

tortion to the received signal. The SCR value which is a measure of distortion caused by adjacent 

camers. Le. crosstalk noise. for the transmultiplexer was determined. SCR values for carriers at 

the boundaries of the CDMA spectrum are different from the SCR values for the other carriers. 

This is because there is only one canier beside the boundary carrier while there are two carriers 

adjacent to a non-boundary camer. As a result, there is a 3 dB difference in SCR values between 

the two cases. The SCR value for a non-boundary carrier following the rate change mechanism 

is 16.7 dB. This crosstaik noise is due to the relationship between baseband filter stopband and 

carrier spacing specified by the IS-95+ standard [5] .  In a typicai CDMA system (with a capacity 

of 32 users) the SCR provided by the transmultiplexer has a SNR degradation effect smaller than 

the impact of adding a single co-channel user. 

The p value. see equation (2.1). has been obtained for the transmultiplexer system. It 



is found that the p value, 0.988, satisfies the requirements given in Section 2.1. and is independent 

of the carxier. Eye diagrams have been plotted for the QPSK signais output from the transmulti- 

plexer. The p value and the QPSK eye opening for a carrier are essentidy unchanged by a single 

tone interferer and quantkation noise due to the finite word length of the implementation. This 

shows that in terms of ISI, the interference effect of a tone interferer to the QPSK carrier signal 

has been minimized. The p values satisfy the performance requirernent. 

To examine the impact of the transrnultiplexer channelizer on the PN and Walsh 

despreading processes in the baseband CDMA demodulation. a simple DS-CDMA spreading and 

despreading mode1 was developed. The Iocus of the convolution results between the PhTWalsh 

codes and the received signal was ploned. This plot f o h s  an "eye" diagram. There is a direct 

relationship between the Walsh convolution and p value. The value of p was obtained using the 

locus of points at the highesr point of the eye and was found to be 0.988. The E@, degradation 

associahg with this p value is 0.05 dB which satisfies the performance requirement. An "eye" 

diagram was plotted when a tone at a 1.25 MHz offset to a camer is added. It was found that the 

NO eye diagrams have the same locus of points. This shows that the presence of a tone interferer 

has not affected the PN and Walsh despreading process. Thus. its effect on the CDMA demodula- 

tion process has been minimized. Furthemore, similar tests have been performed in the presence 

of noise corresponding to a E@, of 6 dB. A single tone interferer does not affect the results. 

The transrnultiplexer successfully recovers the CDMA signais of the individual carriers and meet 

the performance objective defined for the IS-95+ standard [5 ) .  



Chapter Six 

Conclusions 

1. An extension was made to the time domain andysis of the transmultiplexer by 

Hung (61 to the case where the samphg frequency for each of the per-carrier transmultiplexer 

outputs is a multiple of the camer spacing. This enables the transmultiplexer concept to be used 

in the DS-CDMA air interface protocol specified by the 1s-9% standard [5]. The approach in 161 

was aiso extended to include a digital IF section to take advantage of the advance in DSP. 

2. It is determined by complexity estimation that a wideband demodulator based 

on the transmuItipIexer implernentation has a 5-to- 1 complexity advantage over the per-carrier 

wideband demodulator. This is for a complexity measure that involves a count of ail operations 

performed by the demodulator. It should be noted that this advantage is only possible when there 

are a large number of camers using the same air interface protocol and occupying the wideband 

spectrurn. if the wideband spectrum is only occupied by a few caniers, or different protocols are 

used on these carriers, the per-carrier wideband demodulator offers a more efficient and flexible 

solution. 

3. A simple DS-CDMA spreading and despreading mode1 has been designed in 

order to verify that the degndation to the CDMA PNfWalsh despreading processes caused by the 

transrnultiplexer channelizer system satisfies the performance requirements given in the IS-95+ 



standard [5] .  The p value obtained by the Walsh convolution eye diagram is 0.988 which corre- 

sponds to a 0.05 dB EdN, degradation. The EdN, degradation caused by the transmultiplexer is 

well below the 0.25 dB limit, given in the IS-95+ standard [q. In addition the noise bandwidth of 

the transmultiplexer filter chain is 520 lcHz which satisfies the 625 lcHz limit given in the IS-9% 

Standard [5] .  

4) The required in-band tone interferences suppression performance of the trans- 

multiplexer implementation of a wideband CDMA demodulator has been verified. Both the 

QPSK and Walsh convolution eye pattem confirm that the effect of a tone interferer. at +/- 1.25 

MHz offset to a CDMA carrier assignment, has been minimized. In addition. the computed 

Walsh eye pattem under an additive Gaussian noise, comsponding to an Efl, of 6 dB. has con- 

firmed that the effect of a tone interferer to the PNfWalsh despreading processes has been mini- 

mized. 

6.2 Suggestions for Further Shidy 

1. In this study. the results were obtained through idealized MATLPLBM simula- 

tions [13]. Many of the irnpairments and non-linearities of actual cornponents were ipnored. 

The results would be more realistic if the wideband dernodulator designs were implemented by 

DSP processors or dedicated ASICs and tested in real-tirne in the laboratory or in the field. The 

wideband demodulator should be integrated with a complete chain of CDMA uansmitter/demod- 

ulators specified by the IS-95+ standard [5J so that the impact on the CDMA system performance 

can be found. 



2. The effect of fading and dl other charme1 irnpainnents in a mobile cornmuni- 

cation environment should also be included as the wideband demodulators are designed for such 

applications. 
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Appendix A 

Frequency Sampling FIR Filter Design Method 

The frequency sarnpling filter design method is in fact an inverse FFI' to the frequency 

mask. However, the number of points in a conventional inverse FFï dictates its accuracy. The 

frequency sarnpling rnethod is a special inverse FFT in which good accuracy is achieved with a 

low number of filter coefficients. There are two types o f  frequency sampling method: one for a = 

O and one for a=0.5. For a = 0. the frequency mask input to the frequency sarnpling design 

method is sampled at intervals off@ where M is the length of the filter and f, is the sa rnphg  

frequency. For a = 0.5, the frequency mask input to the frequency sampling design method is 

sampled at intervals of fs/M with an offset of a. 

Consider the case of the design of a syrnrnevic FIR filter with the a=û frequency sam- 

pling method. H[Zrrk/M] is the discrete frequency mask for the filter and M is the length of the 

filter. Now define 

2nk G [ k ] = ( - l ) ' ~ [ ~ ]  G [ k ] = - G [ M - k ]  (A. 1) 

Then h[n]. the FIR filter designed by the frequency samphg method is 



where rM+ M odd 

For the a ~ û . 5  frequency sampling method. Gk] cm be defined as follows: 

The FIR ûiter impulse response. h[n], designed by the frequency sampling method is 

To obtain better stopband attenuation and keep the sarne number of filter coefficients 

one can use a window function such as the Kaiser window[2-3) defined below: 

where &,[XI is the modified zeroth-order Bessel function and P is a constant that specifies a fre- 

quency response trade-off between the peak height of the sidelobe ripples and the width of enegy 

of the main lobe[3]. The Kaiser window function can be used togethr r with the a = 0.5 frequency 

sampling filter design procedure in order to improve stopband attenuation. In general, a d . 5  

gives better stopband performance than a = 0[2]. By widening or adjusting the transition band of 

the frequency mask input to the frequency sampling filter design me thod. a further improvement 



of stopband performance can be achieved. 
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