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Abstract

Direct-Sequence Spread-Spectrum (DS/SS) systems offer several attractive features such as interference rejection, multipath diversity, multiple access capability, and accurate ranging. Recently, a greater interest has been devoted to the use of DS/SS systems in many mobile radio applications including digital cellular systems and indoor wireless networks due to the expected increase in capacity and an increased demand for new services. This interest motivates growing research on SS systems as a result of the critical role that it plays in the operation of SS systems.

With the development of wireless and personal communication systems, there is a considerable interest in using multiuser detection techniques and adaptive array processing technology to improve the system capacity in both present and future generation wireless systems. This thesis presents novel design ideas for DS-CDMA systems which use a combination of adaptive multiuser detection and adaptive array processing.

Three novel adaptive combined space-time receiver structures are proposed in this thesis. These receiver structures jointly combine the spatial and temporal domain to improve the overall system performance. These structures are called: 1) the linear adaptive combined space-time receiver, 2) the decision feedback adaptive combined space-time receiver, and 3) the centralized decision feedback adaptive combined space-time receiver. Analytical and simulation results are presented and performances are compared with the time only adaptive multiuser structures. The analytical and simulation results show that a significant improvement in capacity and performance can be achieved by utilizing the adaptive combined space-time receivers.
The performance of the adaptive space-time receiver is also studied in frequency selective fading channels. Analytical and simulation results show that the space-time structure has the ability to perform the task of the RAKE receiver. It is found that the proposed space-time receivers combines the function of multiuser detection, adaptive array processing, ISI equalizer and RAKE reception in a single structure.

The normalized least mean squares (NLMS) algorithm is used to adapt the filter coefficient. It is found that even though the adaptive space-time receiver has more coefficients to adapt, its training period is much less than that of the time only multiuser receiver and its training period less sensitive to the number and power of interferers. Also a study of the effect of time varying user populations and packet transmission shows the ability of the adaptive space-time structures to handle this kind of environment and makes them a very attractive solution for high capacity packet wireless systems.
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Chapter 1

Introduction

The demand on wireless communication due to freedom in location and time has increased recently. Cochannel interference due to this rapid increase in demand on wireless communication becomes a major problem. As the demand on wireless communication continues to grow, and due to the limited available spectrum, the need for the development of an efficient transmission and multiple access techniques to efficiently utilize the spectrum, cancel cochannel interference, and increase the system capacity recently became a research challenge. Code division multiple access (CDMA), time division multiple access (TDMA), and frequency division multiple access (FDMA) are known multiple access techniques that allow many users to share the same wireless channel.

1.1 Background

In CDMA multiple users are allowed to share the same bandwidth over a common channel by using a pre-assigned code for each user. In TDMA each user is assigned a time slot to communicate through. In FDMA each user is given a certain frequency channel. TDMA and FDMA tend to be bandwidth limited techniques, while CDMA tends to be interference limited. Gilhousen et al prove in [23] that CDMA offers large capacity increase over the TDMA and FDMA by exploiting the multipath resolution, voice activity, antenna sectorization and robustness to interference. Frequency hopping spread spectrum (FH-SS) and Direct sequence spread spectrum (DS-
SS) are the two main techniques used in CDMA. In direct sequence code division multiple access (DS-CDMA) the transmitted data is multiplied by a pre-assigned code to spread the transmitted energy over a wider bandwidth. This pre-assigned code has higher rate than the transmitted data. The same assigned code will be used at the receiver to recover the transmitted data. In frequency hopping code division multiple access (FH-CDMA) the transmitted carrier frequency is changed according to a specific code sequence. DS-CDMA is the most commonly used technique in CDMA systems.

Wireless communication channels suffer from many impairments which place fundamental limitations on the performance of the wireless systems. Fading, multipath, and cochannel interference are the main impairments in wireless channels. Multipath arises from scattering, reflection, and diffraction of the transmitted signal of objects that lie in the area between the transmitting and receiving antennas. Multipath causes intersymbol interference (ISI) in the received signal. The severity of the ISI depends on the delay spread of the channel. Fading describes the continuous change of the power of the received signal due to motion in combination with multipath - induced signal strength variation with location. The fading could be slow or fast depending on the Doppler spread of the channel, where the Doppler spread depends on the velocity of the mobile or reflecting objects. Cochannel interference in CDMA comes from users in the same cell and from adjacent cells who use the same bandwidth but different codes.

CDMA provides implicit diversity protection against frequency selective fading because different portions of the signal bandwidth fade independently. This protection is achieved by using the RAKE receiver to combine the resolvable multipath signal components.

In DS-CDMA, as we explained before, the transmitted data is multiplied by a preassigned code to spread the data over a wider bandwidth. A decoder which detects the signal by passing it through a matched filter, matched to the desired user code, and a decision device is known as the conventional single user detector or the conventional receiver.

A major problem with the conventional receiver is the near-far problem, where nearby strong users dominate the transmission. As a result the receiver fails to detect the signal from the far weak user. This problem is due to the multiple access interference (MAI)
where the conventional receiver ignores or makes no effort to estimate the MAI when detecting the desired user. A practical solution to the near far problem is the use of power control to keep all users with the same power at the receiver. Multi-user detection is another solution to the near far problem. Recently interest in improving the DS-CDMA performance against the near far problem has increased. In multi-user detection the information of all user’s MAI are used to detect each user. Verdu in [103] and [104] derives the optimum multiuser detector for DS-CDMA systems, and shows that the near far problem is not an inherent problem for DS-CDMA, but is due to the inability of the conventional receiver to exploit the MAI dimension. Other multiuser detectors are proposed in the literature which we will discuss in more detail in chapter 2. Adaptive array processing and smart antennas, is another class of useful techniques to mitigate the cochannel interference, fading, and multipath in the wireless channel [70] [113]. The adaptive array can cancel the cochannel interference by placing nulls in the antenna beam pattern in the direction of the interference. It also can combine the multipath components of the desired user by placing beams in the antenna beam pattern in the direction of that paths. Results reported in [25] and [79] show that even a reduction in the effect of delay spread can be achieved by employing the adaptive array processing. Adaptive antenna arrays may be combined with a multiuser detector or interference canceller to enhance the performance of the wireless communication system. An adaptive antenna array in combination with an interference canceller for CDMA systems is shown subsequently to have improved performance and increased capacity that can’t be achieved by each technique alone. Problems of the conventional antenna array and the conventional receiver such as low signal to interference ratio, the near far problem, and interference with same angle of arrival (AOA) as the desired user can be solved by the combined techniques. In this thesis we focus on combined adaptive array antenna and equalization to increase the wireless CDMA systems capacity and improve the performance.
1.2 Thesis Contributions

We have made several contributions in this thesis to the body of digital communication literature. These contributions are:

1) The development of the adaptive combined linear space-time receiver for CDMA.
   - Analysis of the optimum tap weights and the MMSE in synchronous and asynchronous CDMA systems.
   - Closed form expressions for the auto-correlation matrix and the cross-correlation vector.
   - Comparison study between the linear space-time receiver and the time only receiver in synchronous and asynchronous CDMA systems.

2) The development of the adaptive combined decision feedback space-time receiver.
   - Analysis of the optimum tap weights and the MMSE in MAI and ISI channels.
   - Closed form expressions for the auto-correlation matrix and the cross-correlation vector.
   - Comparison study between the linear and decision feedback structures in MAI, ISI, and AWGN channels

3) The development of the adaptive combined centralized decision feedback receiver.
   - Analysis of the optimum tap weights and the MMSE in MAI and ISI channels.
   - Closed form expressions for the auto-correlation matrix and the cross-correlation vector.
   - Comparison study between the linear and decision feedback structures in MAI, ISI, and AWGN channels

4) Design and analysis of the linear space-time receiver in frequency selective fading channel.
   - Analysis of the optimum tap weights and the MMSE.
   - Closed form expressions for the auto-correlation matrix and the cross-correlation vector.
   - Comparison study between the linear space-time structure and the time only structure
5) Studying some practical issues related to the space-time structures in cellular wireless CDMA system
   - Studying the transient behavior of the linear space-time receiver
   - Studying the effect of time varying user population
   - Studying the effect of packet transmission
   - Studying the effect of out-of-cell interference with the same spreading code as the desired user
   - Studying the effect of out-of-cell interference and shadowing on the outage probability

Several of the main ideas of this work have already been published in several papers. The Adaptive linear combined space-time receiver is published in [54]. The Adaptive decision feedback combined space-time structure is published in [50]. In [49] we present the Adaptive centralized decision feedback combined space-time receiver. The performance of the linear adaptive combined space-time receiver in frequency selective fading channel is published in [51]. The effect of time varying user population and packet transmission is presented in [50]. The transient behavior of the linear adaptive combined space-time receiver is published in [48]. An invited tutorial paper about space-time processing is published in [17].

1.3 Thesis Structure

Overview of recent research in the area of multiuser detection, adaptive array processing, and combined spatial and temporal techniques for DS-CDMA systems are given in chapter 2. In chapter 3 we develop the Adaptive linear combined space-time structure. Analysis of the MMSE and the optimum tap weights for the linear structure is also given in chapter 3. In chapter 4 we propose and analyze the adaptive decision feedback combined space-time receiver. A comparison study between the linear and the decision feedback structures is also given in chapter 4. The adaptive centralized decision feedback receiver is proposed in
chapter 5. Analysis of the optimum tap weights and the MMSE of the centralized structure is presented in chapter 5. A comparison study among the linear, decision feedback, and the centralized structures in MAI and ISI channels is also given in chapter 5.

Chapter 6 is devoted to the frequency selective fading channels. In chapter 6 we study the performance of the linear space-time structure in frequency selective fading channels. In chapter 7 we study some practical issues related to the space-time structures in cellular wireless CDMA systems.
Chapter 2

Spread Spectrum Multiple Access

For several decades spread spectrum communication was considered only for military applications. The reason is for its ability to deal with anti-jamming and low probability of intercept problems which have a major concern in military communication [92]. Recently, spread spectrum communication has been shown to have many interesting applications in civilian communication systems. Spread spectrum is one of the strongest candidates for cellular communication systems and third generation wireless communication [8], [76], [77], [108].

2.1 Related Research on Spread Spectrum Systems

Conventional Receiver
A bank of K conventional receivers for receiving each of K interfering DS-CDMA signals is shown in Fig-(2.1), and it consists of a bank of matched filters followed by decision devices. Due to the cross-correlation between the spreading codes and since the conventional receiver makes no effort to estimate the multiple access interference (MAI), cochannel interference will affect the performance of the conventional receiver. If the spreading gain is N, and there are K equal power interfering CDMA signals with different codes, the signal to total interference ratio at the input is roughly N/K. Moreover, if the received power of the different users are not the same, the strongest user will dominate the transmission, and the conventional receiver will fail to detect the signal for the weakest users. This is known as the near-far problem. The only practical solution to this problem is the
use of power control. Also by designing spreading codes with good cross-correlation properties and the use of powerful forward error correction codes the problem of near-far reception can be minimized.

**Optimum Multi-User Detector**

Verdu shows that the near far problem is not an inherent problem for the CDMA systems, but is due to the inability of the conventional receiver to exploit the MAI dimension. In [104], and [105] he developed the multiuser maximum likelihood detector, or simply the optimum multiuser detector. It is optimum in the sense that it minimizes the probability of error. The optimum receiver is shown in Fig-(2.2) and it consists of a bank of matched filters followed by a multi-user Viterbi processor. Verdu shows that there is no performance degradation due to the MAI. Unfortunately the optimum multiuser detector has complexity that grows exponentially with the number of users and it is not practical for cellular systems where the number of users is high. Another problem of the optimum multiuser detectors that it requires the knowledge of the received signals powers, delays, and the spreading codes for all users.

**Suboptimum Multi-User Detector**

Due to the complexity of the optimum receiver and the near far problem of the conventional receiver many researchers sought a suboptimal receiver that has performance comparable to the optimum receiver and complexity does not depends on the number of users or grows linearly with the number of users. In the following paragraphs we will survey some of the suboptimal multiuser detectors found in the literature.

**Linear Multi-User Detector**

One of the important multiuser detectors is the decorrelating receiver which is shown in Fig-(2.3). It was proposed in [59] and [60]. The decorrelating receiver applies the inverse of the correlation matrix $R$ of the spreading codes to the output of the bank of matched filters,
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Fig-(2.1) The block diagram of the conventional receiver.
Fig-(2.2) The block diagram of the optimum multiuser receiver.
where in the case of synchronous interference,

\[ R = \begin{bmatrix} 1 & \rho_{2,1} & \cdots & \rho_{N,1} \\ \rho_{1,2} & 1 & \cdots & \rho_{N,2} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{1,N} & \rho_{2,N} & \cdots & 1 \end{bmatrix} \]  \quad (2.1)

and

\[ \rho_{i,j} = \begin{cases} 1 & i=j \\ \frac{1}{T_b T_s} \int c_i(t)c_j(t)dt & i \neq j \end{cases} \]  \quad (2.2)

where \( T_b \) is the symbol period, \( N \) is the number of users, \( c_i(t) \) is the spreading code of the \( i^{th} \) user.

The decorrelating receiver completely eliminates the MAI and it is analogous to the zero forcing equalizer used to eliminate the intersymbol interference (ISI). It is found that the decorrelating receiver has many interesting properties such as: 1) significant capacity gain over the conventional receiver; 2) it is not required to estimate the energy of the users; 3) its complexity is linear with the number of users, so it is less complex than the optimum multiuser receiver. The drawback of the decorrelating receiver is that there is a noise enhancement at the output in a similar way as the zero forcing equalizer does.

The minimum mean square error (MMSE) multiuser detector is another common approach which takes into account the background noise. This type of detector was proposed in [61], [62], and [114]. This structure applies the linear transformation, \( T \), to the output of a bank of matched filters, see Fig-(2.4), where in the synchronous case \( T \) is equal to

\[ T = \left[ R + \left( \frac{N_e}{2} \right) A^{-2} \right]^{-1} \]  \quad (2.3)
Fig-(2.3) The block diagram of the decorrelating receiver.
Fig-(2.4) The block diagram of the MMSE receiver.
where \( R \) is the cross-correlation matrix given in Eq.(2.1), \( A \) is a diagonal matrix containing the received amplitudes of the users, and \( \left( \frac{N_0}{2} \right) \) is the two sided power spectral density of the background noise. As can be seen, the MMSE detector takes into account the background noise. If the background noise goes to zero the MMSE detector will converge to the decorrelating receiver. The MMSE multiuser detector is analogous to the MMSE equalizer used to combat the ISI. From the linear transformation \( T \) the MMSE multiuser detector requires estimation of the received amplitudes of the all users. Also its performance depends on the power of the MAI. Therefore, compared to the decorrelating receiver there is some loss in the resistance to the near far problem. However the important advantages of the MMSE multiuser detector is the adaptive implementation of this detector.

**Subtractive Interference Cancellation**

Subtractive interference multiuser detectors are another important group of multiuser detectors. They are classified as successive interference cancellation and parallel interference cancellation.

**Successive Interference Cancellation (SIC)**

In successive interference cancellation techniques [46], a conventional receiver detects the strongest interference, makes hard data decisions, respreads the data, and cancels it from the received signal. This process is repeated until all interferers are cancelled. The problems with this multiuser detector are: 1) the strongest user will not benefit from the MAI cancellation; 2) The signals should be ordered in a descending order according to their received powers, so any change in the MAI power profile requires reordering the signals again; 3) one bit delay is required per stage; 4) if the first stage estimate is not reliable, then the power of the interference will quadruple.

**Parallel Interference Cancellation (PIC)**

Parallel interference cancellation (PIC) was proposed in [45], [46], [100] and [101] where all the MAI for each user are estimated and subtracted in parallel. The first stage of the PIC
Fig-(2.5) The block diagram of the parallel interference cancellation receiver.
Fig-(2.6) Multistage parallel interference cancellation receiver.
multiuser detector is shown in Fig-(2.5) and Fig-(2.6). The outputs of a bank of matched filters are passed through a hard decision device to get an estimate of the detected bits, these bits are multiplied by the estimate of the amplitude of the received signals, respread by the spreading codes for each user, and subtracted from the received signal. A good review of the multiuser detection can be found in [14], [47], [71], [105] and [107].

Adaptive Multi-User Detector

The optimum and the suboptimum multiuser detectors discussed above generally require side information such as the spreading codes, powers, and delays for each user, which increase the complexity of the multiuser detectors. Furthermore, if they operate in multi-path channels the knowledge of each path gain and delay is also required. Adaptive structures for multiuser detection which do not require explicit knowledge of any of the variables mentioned above are proposed in [1], [64], and [87]. Even the spreading code for the desired user is not required. The only requirement is that the spreading code for each user should be repeated each transmitted bit. The adaptive nature for these structures requires overhead bits to train the coefficients. These detectors have many interesting features besides not requiring side information. They have much better performance than the conventional receiver, and are much less complex than the optimum receiver. Their complexity does not depend on the number of users. Even more, [1] and [64] showed that these structures combine the function of RAKE reception and MAI cancellation. Also these detectors are found to be near far resistant, so they do not require strict power control. The simplicity of these structures make them attractive not only for the base station but for the mobile too. The structure in Fig-(2.7) is called adaptive linear multiuser detector, and the structure in Fig-(2.8) is called adaptive decision feedback multiuser detector. These detectors are proposed in [1] and [64]. Another structure proposed in [87] is called centralized adaptive decision feedback multiuser detector, where the receiver has access to the detected symbols of all users.

The adaptive multiuser detectors discussed above require transmission of a sequence of training bits to adapt the receiver coefficients, and the spreading code should be repeated each bit (short code).
Fig-(2.7) The block diagram of the adaptive linear multiuser receiver.
Fig-(2.8) The block diagram of the decision feedback multiuser receiver.
Since in CDMA users start and end their transmission randomly, the training operation of the adaptive multiuser detection may be a difficult task in such an environment, because the detector needs to be continuously trained as new interferers enter and old interferers leave the system at random times. Honig et al [32] propose a blind multiuser detector that does not require a training sequence. Study of the convergence behavior of the LMS adaptive multiuser detector is done in [65] and [55]. Review of recent research on adaptive multiuser detection could be found in [106] and the references therein.

**Adaptive Antenna Array (AAA)**

All the adaptive and non-adaptive structures mentioned above can be considered as temporal filtering. Further increase in the ability of any receiver to cancel cochannel interference can be achieved by the exploitation of the spatial domain. Adaptive array processing can discriminate among users according to their geometrical location or their angle of arrival (AOA) to the receiving antenna. Adaptive array processing is useful in canceling cochannel interference by placing nulls in the antenna beam pattern in the direction of that interference. [25], [26], [29], [37], [70] and [79] are good references in adaptive array processing. The conventional adaptive antenna array structure is shown in Fig-(2.9).

**Adaptive Antenna Array in wireless Systems**

In [112] Winters studies the use of adaptive antenna array (with optimum combining) to increase the capacity of radio communication systems with multiple users. In [112] Winters used space diversity not only to combat Rayleigh fading of the desired signal but also to reduce the power of the cochannel interference at the receiver. By optimum combining, the received signal at the antennas are weighted and combined to maximize the output signal to interference plus noise ratio. In [109] Winters studies the use of optimum combining for indoor radio systems with multiple users. Results show that the system with a L-element adaptive receiving antenna can achieve up to a L-fold increase in the number of users. [42] studies the capacity improvement using antenna array in third generation CDMA wireless systems.
The angle of arrival (AOA) of \( s(t) \) is denoted by \( \theta \).

\[ \theta \text{ is angle of arrival (AOA) of } s(t) \]

Fig-(2.9) The conventional adaptive antenna array.
Combined Techniques
Combination of the spatial domain (adaptive array processing) and the temporal domain (multiuser detection) can further increase the capacity of the CDMA cellular system and enhance the interference cancellation capabilities of the CDMA multiuser detectors.

Combined Diversity & Equalization
For non CDMA systems the work in [67], [68], [69], [99] and [58] combine diversity (spatial) and equalization to combat cochannel interference and fading. Falconer et al in [18] survey recent advances in equalization and diversity combining in digital portable wireless systems. For CDMA systems the combination of diversity and DFE equalization is proposed in [96].

Combined AAA & Conventional CDMA Receiver
In CDMA systems the total power of interference and noise is much larger than the desired user’s power at the chip level. The problem with conventional beam forming (adaptive antenna array) is that it can’t converge in a situation where the signal to interference plus noise ratio is small. Kohno in [44] combined the adaptive array processing and the conventional receiver. He uses the inherent processing gain for the CDMA system to update the weights of the adaptive antenna array. The structure gives some improvement in capacity but has many disadvantages. Due to the use of a conventional receiver this structure is still not near-far resistant. Also if there is a high interference level and many users have the same angle of arrival (AOA) as the desired user, the adaptive antenna array will not be effective in separating interferers.

Combined AAA & Subtractive Interference Cancellation
To solve these problems Kohno proposed in [46] a combination of an adaptive array and a multiuser interference canceller. Kohno found that this system can achieve high performance and stable acquisition in heavy traffic or when many users have the same AOA as the desired user, where the conventional antenna array can’t. However performance of both structures, [44] and [46], can be degraded by the delay in the feedback control loop. Also the structure proposed in [46] requires many adaptations and the canceller needs to
be adapted first before the array adapts. Moreover, in wireless cellular systems where the number of interferers is in the order of 60 or more the Kohno structure is not useful. Because the antenna array can cancel only L-1 interferers in non multipath and fading channels and even fewer than L-1 in multipath and fading, where L is the number of antenna elements. A review of his work can be found in [47].

2.2 The Proposed Structures

From the above survey of recent research in Multi-User Detection, AAA, and Combined Space-Time filtering, we introduce novel structures that jointly combine the spatial and the temporal domains to cancel cochannel interference and increase the overall capacity of the CDMA system. The proposed structures can be seen as extensions of the structures proposed in [1], [64], and [87] to the spatial domain.

In this thesis we propose a joint combination of AAA and adaptive multi-user structure. AAA is used in this thesis to steer beams toward the desired user and his multipath components, and place nulls in the antenna beam pattern in the directions of interference to reduce or eliminate their effects.

In this thesis we introduce three novel structures for CDMA systems. The first structure is called the linear adaptive combined space-time receiver, the second structure is called the decision feedback adaptive combined space-time receiver, and the third structure is called the centralized decision feedback adaptive combined space-time receiver. In all structures a L-element linear array is used. Each element is followed by a chip matched filter and a FIR filter processing samples at the chip rate. Where in the decision feedback adaptive space-time receiver another FIR filter is used to feed back the detected symbols for the desired user to improve the performance. In the centralized structure the detected symbols from all users are fed back through a FIR filter to improve the performance. Detailed description and analysis of all structures are the subject of the thesis.

The proposed structures have many interesting features as follows: (1) Large increase in capacity compared to the conventional receiver and the detectors proposed in [1] and [64]; (2) Near-far resistance with no need for strict power control; (3) No side information is
required such as delays, powers, spreading codes, and channel impulse responses. Even
the code for the desired user is not needed. The only information needed is the delay of the
desired user and a training sequence; (4) Complexity does not depend on the number of
users, so it is much less complex than the optimum multi-user detector; (5) It can adapt in
heavy traffic conditions with several users having the same angle of arrival (AOA) as the
desired user, while the conventional adaptive array can’t; (6) It jointly adapts the array and
the detector. So, it solves the problem of adapting the array and the canceller separately,
which is mentioned in [46]; (7) Combines the function of multiuser detection, adaptive
antenna array, RAKE reception, and ISI equalizer in a single structure.
Also considering the complexity of our proposed structures we found that it is comparable
to that of the conventional receiver with antenna array. Considering only the forward tap
coefficients, and assuming the length of each forward filter is $N$ (the spreading gain) we
see that the total number of multiplications per output bit is $L \times N$, which is the same as that
of a coherent conventional receiver in which there is a correlator at the output of each of
the $L$ elements. The main difference is that the multiplications in our receiver are complex,
while those of the conventional receiver involve multiplying element outputs by chip val-
ues ($\pm 1$), and our receiver requires an adaptation algorithm.
Chapter 3

Linear Adaptive Combined Space-Time Detector for CDMA Systems

In this chapter the linear adaptive combined space-time detector for CDMA systems are described and discussed in more detail. First Section 3.1 describes the received signal and channel model for the proposed structure. In section 3.1 the signal and channel model for DS-CDMA system is described. In section 3.2 the block diagram of the Linear Space-Time Receiver is given and described. The analysis of the optimum tap weights and the MMSE in synchronous and asynchronous CDMA systems is given in sections 3.2.1 and 3.2.2. In sections 3.3 to 3.7 we evaluate the performance of the linear space-time structure in synchronous and asynchronous CDMA systems. Finally section 3.8 concludes the chapter.

3.1 Signal and Channel Model

Consider a CDMA base-station receiver with K users as shown in Fig-(3.1). The signal transmitted by the $k^{th}$ user is denoted by $S_k(t)$, where $k = 1, 2, \ldots, K$. Assume that $S_1(t)$ is the signal for the desired user, and $S_k(t)$, $k = 2, 3, \ldots, K$ are considered as co-channel interference with respect to the desired user. Each received signal comes from a certain direction depending on the location of each user, see Fig-(3.2). We assume that the direction of arrival ($\theta_k$) is uniformly distributed in $[-\pi/2, \pi/2]$. In this analysis we assume two cases, the synchronous and the asynchronous multiuser channel to see the resistance of our structures against the MAI and near-far problem.

The receiver uses a L-element linear uniform array with inter-element distance separation.
d. The received signal by the \( \ell \)th antenna element is

\[
x_i(t) = \sum_{k=1}^{K} r_k(t) A_I(\theta_k) + N_I(t)
\] (3.1)

where the complex baseband received signal from the \( k \)th user is

\[
r_k(t) = \sqrt{p_k} \sum_{i} b_k^i c_k(t - iT_b - \tau_k)
\] (3.2)

In these equations, \( T_b \) is the symbol period, \( b_k^i \) is the data symbol transmitted by user \( k \) in the \( i \)th interval, \( p_k \) is the received power of the \( k \)th user, \( N_I(t) \) is a zero mean complex gaussian random variable with power spectral density \( N_o \) at the \( I \)th antenna element, \( \tau_k \) is the delay for the \( k \)th user, we assumed that \( \tau_1 = 0 \) for the desired user, \( c_k(t) \) is the code sequence of the \( k \)th user, where

\[
c_k(t) = \sum_{m=0}^{N-1} a_k(m) \prod_{l=mT_c} (t - mT_c)
\] (3.3)

\( a_k(m) \in (1, -1) \) is the \( m \)th chip of the \( k \)th user, and \( T_c \) is the chip period. \( \prod_{l} \) is a unit rectangular pulse of duration \( T_c \), \( T_c = T_b / N \) is the chip period, \( N \) is the processing gain, \( A_I(\theta_k) \) is the steering coefficient of the \( k \)th user at the \( I \)th antenna element, where

\[
A_I(\theta_k) = e^{-j\pi d L \left( \frac{l - 1 + L}{2} \right) \sin \theta_k}
\] (3.4)
Fig-(3.1) CDMA Cell Site.

Fig-(3.2) DS-CDMA transmitter and antenna elements structure.
Where $L$ is number of elements, $\lambda$ is the wave length, $l$ is the element number. $\theta_k$ is the angle of arrival (AOA) of the $k^{th}$ user with respect to the array normal.

### 3.2 Analysis of the Tap weights and the MMSE

The receiver structure is shown in Fig-(3.3). The structure utilizes a $L$-element linear uniform array antenna with element separation $d$. Each element is followed by a chip matched filter (CMF) whose output is sampled at the chip rate, and is passed through a FIR filter which has a delay for each tap equal to the chip period and the number of taps equal to the processing gain $N$. All the $L$-adaptive FIR filter outputs are summed and sampled at the bit rate to form a soft decision output which is passed through a decision device to form an estimate of the transmitted bits. The structure in Fig-(3.3) is called linear adaptive combined space-time multi-user detector. The analysis of this structure is given in the next section.

#### 3.2.1 In Synchronous CDMA Systems

In synchronous CDMA systems where all the spreading codes are synchronous $\tau_k = 0$ for all users. The signal received by the $l^{th}$ antenna element, $x_l(t)$, is passed through a CMF and sampled at the chip rate. Then the output from the CMF from the $l^{th}$ antenna element is,

$$u_l(t) = \frac{1}{T_c} \int_{-T_c/2}^{T_c/2} x_l(t) dt$$  \hspace{1cm} (3.5)
(a) Implemented with FIR filters

(b) Implemented with correlator

Fig-(3.3) Linear Adaptive Space-Time Receiver.
Substitute Eq.(3.1) and Eq.(3.2) into Eq.(3.5) then

$$u_I(t) = \frac{1}{T} \int_{c_T}^{c_T} \left( \sum_{k=1}^{K} \sqrt{p_k} \sum_{i} b_k^i c_k(t - iT_b - \tau_k) A_l(\theta_k) + N_l(t) \right) dt$$  \hspace{1cm} (3.6)

$\tau_k = 0$ for all $k$ in the synchronous CDMA system. Also we assume that there is no multipath or fading. If we sample $u_I(t)$ at the chip rate and take $N$ samples each symbol interval then at the $i^{th}$ symbol interval the content of the equalizer at the $l^{th}$ antenna element is

$$u_l^i = \sum_{k=1}^{K} \sqrt{p_k} b_k^i c_k A_l(\theta_k) + N_l^i$$  \hspace{1cm} (3.7)

where $c_k$ is the code vector for the $k^{th}$ user, where

$$c_k = \begin{bmatrix} a_k(0) & a_k(1) & \ldots & a_k(N-1) \end{bmatrix}^T \quad k = 1, 2, \ldots, K$$  \hspace{1cm} (3.8)

and the superscript $T$ denotes transposition. Now we can do the analysis in matrix and vector format. We will drop the superscript $i$ from our equations, since it will not affect our analysis, and defining,

$$r = \begin{bmatrix} r_1 & r_2 & \ldots & r_K \end{bmatrix}$$  \hspace{1cm} (3.9)

where $r$ is a $K \times N$ matrix, and $r_k$ for $k = 1, 2, \ldots, K$ is the received $N$-dimensional signal vector from the $k^{th}$ user and is equal to

$$r_k = \sqrt{p_k} b_k c_k$$  \hspace{1cm} (3.10)
Let

\[ A_l = \begin{bmatrix}
-j2\pi \frac{d}{\lambda} \left( l - \frac{L+1}{2} \right) \sin \theta_1 \\
\, e \\
\vdots \\
-j2\pi \frac{d}{\lambda} \left( l - \frac{L+1}{2} \right) \sin \theta_K \\
\end{bmatrix}^T 
\]

be a $K$-dimensional vector containing the steering coefficients for the $K$ users at the $l^{th}$ element. Then the content of the FIR filter of the $l^{th}$ antenna element in vector form is

\[ u_l = A_l^T r + N_l \]

Let

\[ w_l = \begin{bmatrix} w_{l,1} & w_{l,2} & \ldots & w_{l,N} \end{bmatrix}^T, \ l = 1, 2, \ldots, L \]

where $w_l$ is the $N$-dimensional weight vector for the FIR filter of the $l^{th}$ antenna element. Now we can define the contents of all the FIR filters and their tap weights in a vector form. Let

\[ W = \begin{bmatrix} w_1^T & w_2^T & \ldots & w_L^T \end{bmatrix}^T \]

where $W$ is a $LN$-dimensional vector which contains all the FIR filters coefficients. Let

\[ U = \begin{bmatrix} u_1^T & u_2^T & \ldots & u_L^T \end{bmatrix}^T \]

be a $LN$-dimensional vector containing the contents of all the FIR filters.
Now after defining the vectors \( \mathbf{W} \) and \( \mathbf{U} \) we can calculate the optimum tap weights and the minimum mean square error (MMSE) of our structures.

The output of the structure shown in Fig-(3.3) is

\[
y = \mathbf{W}^H \mathbf{U}
\]  

(3.16)

The mean square error is

\[
MSE = 1 - \mathbf{W}^H \mathbf{P} - \mathbf{P}^H \mathbf{W} + \mathbf{W}^H \mathbf{R} \mathbf{W}
\]  

(3.17)

where the superscript \( H \) denotes the Hermitian transposition, \( \mathbf{R} \) is the autocorrelation matrix of the input vector \( \mathbf{U} \) and is equal to,

\[
\mathbf{R} = E(\mathbf{UU}^H)
\]  

(3.18)

and \( \mathbf{P} \) is the cross-correlation vector between the input vector \( \mathbf{U} \) and the desired output \( \mathbf{b}^1 \), where \( \mathbf{b}^1 \) denotes the data from the first user,

\[
\mathbf{P} = E(\mathbf{U} \mathbf{b}^1)
\]  

(3.19)

To find the optimum coefficients, \( \mathbf{W}_{opt} \), from the Weiner-Hopf solution

\[
\mathbf{W}_{opt} = \mathbf{R}^{-1} \mathbf{P}
\]  

(3.20)

substitute \( \mathbf{W}_{opt} \) into Eq.(3.17) to find the minimum MSE (MMSE), then

\[
MMSE = 1 - \mathbf{P}^H \mathbf{W}_{opt} = 1 - \mathbf{P}^H \mathbf{R}^{-1} \mathbf{P}
\]  

(3.21)

In order to find \( \mathbf{W}_{opt} \) and the MMSE we need to calculate \( \mathbf{R} \) and \( \mathbf{P} \) which are shown
below.

\[
R = E[UU^H] = E\begin{bmatrix}
u_1 \\
\vdots \\
u_k \\
\vdots \\
u_L \\
\end{bmatrix}^* \begin{bmatrix}
u_1 \\
\vdots \\
u_k \\
\vdots \\
u_L \\
\end{bmatrix}
\]

(3.22)

\[
R = \begin{bmatrix}
R\nu_1\nu_1 & R\nu_1\nu_2 & \cdots & R\nu_1\nu_L \\
R\nu_2\nu_1 & R\nu_2\nu_2 & \cdots & R\nu_2\nu_L \\
\vdots & \vdots & \ddots & \vdots \\
R\nu_L\nu_1 & R\nu_L\nu_2 & \cdots & R\nu_L\nu_L \\
\end{bmatrix}
\]

(3.23)

where, assuming the noise sequence is uncorrelated,

\[
R\nu_1\nu_1 = E(u_1u_1^H) = \sum_{k=1}^{K} p_k \{c_k c_k^T\} + \sigma^2 I_{N \times N}
\]

(3.24)

and

\[
R\nu_1\nu_n = \sum_{k=1}^{K} p_k c_k c_k^T \Lambda_l(\theta_k) A_n(\theta_k)
\]

(3.25)

and \( P \) is equal to

33
where

\[ P = E \begin{bmatrix} u_1b^1 \\ u_2b^1 \\ \vdots \\ \vdots \\ u_Lb^1 \end{bmatrix} = \begin{bmatrix} E(u_1b^1) \\ E(u_2b^1) \\ \vdots \\ \vdots \\ E(u_Lb^1) \end{bmatrix} \]  

(3.26)

In the above analysis we here found the MMSE and the optimum taps, \( W_{opt} \), for a linear space-time receiver as a function of \( R \) and \( P \) in synchronous CDMA system, where \( R \) and \( P \) depend on the number of users, and antenna elements. From these results we will see later in this chapter the effect of the number of users, and number of antenna elements on the performance of our proposed structure in synchronous CDMA system. We will repeat the same analysis in asynchronous CDMA system in the next section.

### 3.2.2 In Asynchronous CDMA Systems

In asynchronous CDMA systems all users have different time delay where \( \tau_k \neq 0 \) for \( k = 2, 3, \ldots, K \). We assume that \( \tau_1 = 0 \) for the desired user. If we sample \( u_i(t) \), Eq.(3.6), at the chip rate and take \( N \) samples each symbol interval, then at the \( i^{th} \) symbol interval the content of the equalizer at the \( l^{th} \) antenna element is

\[ u_i^l = \sqrt{p_1} b_i^l c_1 A_i(\theta_1) + \sum_{k=2}^{K} \sqrt{p_k} b_k^i C_k^l A_k(\theta_k) + N_i^l \]  

(3.28)

where the code vector \( C_k^l \) for the \( k^{th} \) user is
\[ \mathbf{C}_k^i = \begin{cases} \frac{\varepsilon_k}{T_c} D_k(p_k + 1) + \left(1 - \frac{\varepsilon_k}{T_c}\right) D_k(p_k) & \text{if } b_k^{i-1} = b_k^i \\ \frac{\varepsilon_k}{T_c} B_k(p_k + 1) + \left(1 - \frac{\varepsilon_k}{T_c}\right) B_k(p_k) & \text{if } b_k^{i-1} = -b_k^i \end{cases} \] (3.29)

where \( \mathbf{C}_k^i \) is called the rotated code. Assuming \( \tau_1 = 0 \), then \( C_1 = c_1 \), where

\[
D_k(p_k) = \begin{bmatrix} a_k(N-p_k) & \ldots & a_k(N-1) & a_k(0) & a_k(1) \\ \vdots \\ a_k(N-1-p_k) \end{bmatrix}^T
\] (3.30)

and

\[
B_k(p_k) = \begin{bmatrix} -a_k(N-p_k) & \ldots & -a_k(N-1) & a_k(0) & a_k(1) \\ \vdots \\ a_k(N-1-p_k) \end{bmatrix}^T
\] (3.31)

where \( \tau_k = \rho_k T_c + \varepsilon_k \), \( \rho_k \) is an integer number, \( 0 \leq \rho_{km} \leq N-1 \) and \( 0 \leq \varepsilon_k < T_c \).

Then as in the previous analysis we will drop the superscript \( i \) from our equations. Let

\[
r = \begin{bmatrix} r_1 & r_2 & \ldots & r_K \end{bmatrix}
\] (3.32)

be a \( N \times K \) matrix that contains the received signal from all \( K \) users, where \( r_k \) for \( k = 1, 2, \ldots, K \) is the received signal from the \( k^{th} \) user in vector form

\[
r_k = \sqrt{p_k} b_k C_k
\] (3.33)
Then the content of the FIR filter of the $n^{th}$ antenna element in vector form is

$$u_l = A_l^T r + N_l \quad (3.34)$$

Let

$$w_l = [w_{l,1}, w_{l,2}, \ldots, w_{l,N}]^T, l = 1, 2, \ldots, L \quad (3.35)$$

where $w_l$ is the weight for the FIR filter of the $l^{th}$ antenna element. Now we can define the contents of all the FIR filters and their tap weights in a vector form.

Let

$$W = [w_1^T, w_2^T, \ldots, w_L^T]^T \quad (3.36)$$

where $W$ is a LN-dimensional vector which contains all the FIR filters coefficients, and let

$$U = [u_1^T, u_2^T, \ldots, u_L^T]^T \quad (3.37)$$

be a LN-dimensional vector containing the contents of the all FIR filters.

Now after defining the vectors $W$ and $U$ we can calculate the optimum tap weights and the minimum mean square error (MMSE) of our structures.

The output of the receiver shown in Fig-(3.3) is

$$y = \bar{W}^H U \quad (3.38)$$

The mean square error is, [28]
\[ \text{MSE} = 1 - \mathbf{W}^H \mathbf{P} - \mathbf{P}^H \mathbf{W} + \mathbf{W}^H \mathbf{R} \mathbf{W} \] (3.39)

where the superscript \( H \) denotes the Hermitian transposition, and where \( \mathbf{R} \) is the autocorrelation matrix of the input vector \( \mathbf{U} \) and it is equal to,

\[ \mathbf{R} = E(\mathbf{U} \mathbf{U}^H) \] (3.40)

and \( \mathbf{P} \) is the cross-correlation vector between the input vector \( \mathbf{U} \) and the desired output \( \mathbf{b}_1 \), where \( \mathbf{b}_1 \) denotes the data from the first user, then \( \mathbf{P} \) is equal to,

\[ \mathbf{P} = E(\mathbf{U} \mathbf{b}_1) \] (3.41)

To find the optimum coefficients, \( \mathbf{W}_{opt} \), from the Weiner-Hopf solution,

\[ \mathbf{W}_{opt} = \mathbf{R}^{-1} \mathbf{P} \] (3.42)

substitute \( \mathbf{W}_{opt} \) into Eq.(3.39) to find the minimum MSE (MMSE), then

\[ \text{MMSE} = 1 - \mathbf{P}^H \mathbf{W}_{opt} = 1 - \mathbf{P}^H \mathbf{R}^{-1} \mathbf{P} \] (3.43)

In order to find \( \mathbf{W}_{opt} \) and the MMSE we need to calculate \( \mathbf{R} \) and \( \mathbf{P} \) which are shown below.

\[ \mathbf{R} = E[\mathbf{U} \mathbf{U}^H] = E \left[ \begin{bmatrix} u_1 \\ u_2 \\ \vdots \\ u_L \end{bmatrix} \mathbf{U}^H \right] = E \left[ \begin{bmatrix} u_1^* & u_2^* & \ldots & u_L^* \end{bmatrix} \right] \] (3.44)
assuming the noise sequence is uncorrelated,

\[
R_{u_l u_l} = E(u_l u_l^H) = p_1 \left( c_1 c_1^T \right) + \sum_{k=2}^{K} p_k E(C_k C_k^T) + \sigma^2 I_{N \times N}
\]  

(3.46)

and

\[
R_{u_l u_n} = p_1 \left( c_1 c_1^T \right) A_l(\theta_1) A_n^*(\theta_1) + \sum_{k=2}^{K} p_k E(C_k C_k^T) A_l(\theta_k) A_n^*(\theta_k)
\]  

(3.47)

and \( P \) is equal to

\[
P = E \begin{bmatrix} u_1 b_1 \\ u_2 b_1 \\ \vdots \\ u_L b_1 \end{bmatrix} = \begin{bmatrix} E(u_1 b_1) \\ E(u_2 b_1) \\ \vdots \\ E(u_L b_1) \end{bmatrix}
\]  

(3.48)

where

\[
E\{u_1 b_1\} = \sqrt{p_1} c_1 A_l(\theta_1)
\]  

(3.49)

In the above analysis we found the MMSE and the optimum taps, \( W_{\text{opt}} \), for our proposed detector as a function of \( R \) and \( P \) in asynchronous CDMA systems, where \( R \) and \( P \) depend
on the number of users, and antenna elements. From these results we will see later in this chapter the effect of the number of users, and the number of antenna elements on the performance of our proposed structure.

3.3 Performance Evaluation of the Linear Adaptive Space-Time Structure

To evaluate our structures we calculate the MMSE using the analysis done in the last sections. In this chapter we show the performance of the Linear Space-Time Receiver using the MMSE criteria in synchronous and asynchronous CDMA systems.

3.3.1 Settings and System Parameters

For the evaluation we assumed that the system has the following parameters unless otherwise mentioned

1- Spreading Gain N=8
2- Synchronous and asynchronous DS-CDMA
3- Only AWGN and cochannel interference, i.e. no fading, multipath, or ISI.
4- The received Eb/No=18 dB for each user, so we assume perfect power control
5- The number of adaptive filter coefficients for each antenna element is equal to the processing gain.
6- The distance between the antenna elements d=λ/2.
7- Angle of arrival (AOA) is a random variable uniformly distributed in the interval [π/2, −π/2] unless otherwise mentioned.
8- Random spreading codes.

Where in the following results the MMSE is averaged over all the random parameters: noise, data, AOA, spreading codes, and delays. 300 runs are used to get the average MMSE.
3.4 The effect of the number of antenna elements on the MMSE

The effect of the number of antenna elements on the MMSE performance is shown in Fig-(3.4). This figure is drawn by calculating the MMSE equation derived in previous sections as a function of the number of antenna elements used at the receiver. Fig-(3.4) also shows the effect of number of users accessing the wireless channel at the same time by drawing different curves, each curve represents certain number of users.

From Fig-(3.4) we see that an increase in the number of antenna elements increase the performance (minimize the MMSE) and the capacity without the need for extra bandwidth (bandwidth is kept fixed).

By adding more antenna elements the structure is able to cancel more interference. If the number of users is much less than L*PG then interference effects are essentially eliminated, leaving only effects from noise. Then by further doubling the number of antenna elements we could reduce the MMSE by 3dB. Also increasing the number of users does not affect the MMSE if enough elements are used, which translate directly to more capacity. For a large number of users, doubling the number of antenna elements decreases the MMSE by more than 7dB.

Also comparing the synchronous and asynchronous results we see that there is some degradation in performance due to the asynchronous channels and this is because each user will give two interfering vectors.
(a) in asynchronous CDMA system

(b) in synchronous CDMA system

Fig-(3.4) The effect of antenna elements on the MMSE.
3.5 Capacity Comparison

In Fig-(3.5) we evaluate the capacity (number of simultaneous equal power users) of the proposed structure by calculating the MMSE as a function of number of users. In this figure we also compare the capacity of the proposed structures with the structures proposed in [64]. We did not compare it with the conventional receiver because the structures in [64] were found to outperform the conventional receiver.

We set PG=8 for all structures. Also we choose two sets of antennas for the proposed structure for comparison. These sets have 4 and 9 antenna elements respectively.

The curves are drawn by calculating the MMSE as a function of the number of users accessing the channel. For example, in synchronous CDMA system with 4 antenna elements we can let 30 users access the channel with a MMSE approximately equal to -15dB. For the structures in[64] only 3 users can access the channel with MMSE equal -15dB.

The significant increase in capacity by using the proposed structures is clear from the figure and we can accommodate more users than the processing gain.

For more antenna elements the structure outperform the time only linear MMSE receiver and become more robust against cochannel interference. For example with 9 antenna elements we can let 30 users access the channel with MMSE equal to -25dB, where for the time only linear MMSE receiver we can’t get this level of performance even with one user (i.e. no interference at all).

Also comparing the synchronous and asynchronous results we see that there is some degradation in performance due to the asynchronous channels and this is because each user will give two interferers. For example the proposed structure with 4 antenna elements and 20 users can be used in the system with MMSE equal to -20dB in synchronous channel, but in asynchronous channel only 12 users with -20dB.
(a) in asynchronous CDMA system

(b) in synchronous CDMA system

Fig-(3.5) Capacity Comparison.
3.6 Near-Far Resistance

One of the common problems in wireless CDMA systems is the near-far problem, where the power of the received signals for different users are not the same. In consequence the conventional receiver will fail to detect the signal from weakest user, and the users with the highest power will dominate the transmission. As mentioned earlier in this thesis, the only practical remedy to this problem for the conventional receiver is the employment of strict power control [23].

One of the most desirable features of any CDMA receiver is to be near-far resistant, such that the performance of the receiver does not depend on the received powers of the different users. In this section we will evaluate the performance of the proposed structures in a near-far environment.

Fig-(3.6) shows the MMSE of the proposed structure as a function of the interference to desired signal ratio. Fig-(3.6) shows 3 different cases with different number of users accessing the channel. In this result we calculate the MMSE for 2, 16, and 20 users. We set the number of the forward FIR filter taps equal to the processing gain which is equal to 8, and the number of antenna elements equal to 4.

In the three cases we change the power of only one interferer keeping the other interference powers fixed at the same value as that of the desired signal and calculate the MMSE as a function of interference to desired user power ratio. The resistance of the proposed structure to the near-far resistance is clear from this figure and there is no need for strict power control, which will minimize the complexity of the receiver.
Fig. (3.6) The effect of the Near-Far problem on the MMSE.

(a) in asynchronous CDMA system

(b) in synchronous CDMA system
Also we see from Fig-(3.6) that the effect of M interferers with the same power as the desired user is worse than the effect of one interferer with power equal to M times the power of the desired user, which contradict, [64] due to the use of antenna array, and this is likely due to the fact that the antenna array can place a null in the direction of one interferer much easily than to place nulls in the directions of many interferers. So no matter what is the power of the interference, the structure will a place null in space and time to null out that interference.

3.7 The effect of AOA on the MMSE

Adaptive antenna arrays differentiate between users according to their AOA by placing nulls in the direction of interference and placing a beam towards the direction of the desired user. A common problem in AAA is that it can't differentiate between users with the same AOA or even can’t converge toward the MMSE solution. This problem is usually found when the interference and the desired user are close to or at the same AOA. When the number of users is small the probability that two users have the same AOA is small. However in high traffic channels(i.e. large number of users) like cellular systems this probability will increase and will affect the performance of the AAA.

The structure proposed in this chapter combines the spatial and the temporal domains jointly to cancel cochannel interference and increase the capacity of the system. However if the interference has the same AOA as the desired user then these structures may cancel the interference only in the time domain. Also if the interference code has high crosscorrelation with the desired user then the structure may cancel the interference in the space domain only.

In this section we will show the affect of the AOA of the performance of the proposed structures. Fig-(3.7) shows the effect of one or many interferers having the same AOA as the desired user.
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Fig-(3.7) The effect of interferences with same AOA as the desired user in synchronous CDMA system.
Fig-(3.7) Shows that there is some degradation in performance when interference has the same AOA as the desired user. However the structure can still work and give good performance compared to the AAA. This is because the structure has the ability to cancel interference in the spatial and temporal domains jointly, when ever interference has same AOA the structure will try to cancel this interference in the time domain.

3.8 Conclusion

The Linear space-time structure has been described in details. Also, the analysis of the optimum tap weights and the minimum mean square error in synchronous and asynchronous CDMA systems are given. A closed form for the correlation matrix $R$ and the cross correlation vector $P$ are derived. $R$ and $P$ found to be function in the number of antenna elements, number of users, spreading codes, AOA, and the noise power spectral density. The numerical evaluation of the structure based on these analyses is also given in this chapter. In the next chapter we will propose another novel structure which is called the adaptive decision feedback combined space-time detector.
Chapter 4

Decision Feedback Adaptive Combined Space-Time Detector for CDMA Systems

In this chapter we develop the decision feedback adaptive combined space-time detector. The structure uses the knowledge of the detected symbols of the desired user and feeds them back through a FIR filter with a tap delay equal to the bit duration. This detector does not require any side information except the detected symbols and the delay of the desired user. Even the code of the desired user is not required.

4.1 Introduction

In this chapter we propose a modified version of the linear adaptive combined space-time detector proposed in the previous chapter. The new detector uses the feedback equalizer structure. It feeds back the detected symbols to a FIR filter with tap delay equal to a bit duration and whose length depends on the channel delay spread. The output of the all feed forward FIR filters and the feed backward FIR filter is added and sampled at the bit rate to form a soft decision output, then passed through a decision device to form an estimate for the transmitted bits. Fig.(4.1) shows the block diagram of this receiver.

4.2 Signal and Channel Model

Consider a CDMA receiver with $K$ users. The signal transmitted by the $k^{th}$ user is denoted by $S_k(t)$, where $k = 1, 2, ..., K$. Assume that $S_1(t)$ is the signal from the desired user,
and $S_k(t)$, $k = 2, 3, \ldots, K$ are considered as co-channel interference with respect to the desired user. Each signal received comes from a certain direction. We assume that the direction of arrival ($\theta_k$) is uniformly distributed in $\left[\frac{-\pi}{2}, \frac{\pi}{2}\right]$. To see the resistance of our structure against co-channel interference and ISI, in this analysis we assume multiple users and inter symbol interference ISI (no fading) channel.

The receiver uses a L-element uniform array with distance separation $d$.

The complex baseband transmitted signal from the $k^{th}$ user is

$$S_k(t) = \sqrt{p_k} \sum_i b^*_k c_k(t - iT_b - \tau_k)$$  \hspace{1cm} (4.1)

The channel impulse response at the $l^{th}$ element is

$$R_{kl}(t) = \sum_{m=1}^{M} h_{km} A_i(\theta_{km}) \delta(t - t_{km})$$  \hspace{1cm} (4.2)

The received signal at the $l^{th}$ element from the $k^{th}$ user is then

$$x_{kl}(t) = \sqrt{p_k} \sum_i b^*_k \sum_{m=1}^{M} h_{km} A_i(\theta_{km}) c_k(t - iT_b - \tau_k - t_{km})$$  \hspace{1cm} (4.3)

The total received signal at the $l^{th}$ element from all users including AWGN is

$$x_l(t) = \sum_{k=1}^{K} x_{kl}(t) + N_l(t)$$  \hspace{1cm} (4.4)

In these equations, $T_b$ is the symbol period, $b^*_k$ is the data transmitted by user $k$ in the $i^{th}$ interval, $h_{km}$ is the complex channel coefficient as seen by user $k$ during the $m^{th}$ path, $p_k$ is the power transmitted by the $k^{th}$ user, $N_l(t)$ is a zero mean complex gaussian random process with $N_0$ is the complex noise power spectrum at the $l^{th}$ antenna element, $\tau_k$ is the delay for the $k^{th}$ user, $t_{km}$ of the $m^{th}$ path of the $k^{th}$ user, $M$ is the number of the multipath components, and $c_k(t)$ is the code sequence of the $k^{th}$ user, where
Fig.(4.1) Decision Feedback Adaptive Combined Space-Time Receiver.
\[ c_k(t) = \sum_{m=0}^{N-1} a_k(m) \prod_{l=m}^t (t-lT_c) \]  

(4.5)

\( a_k(m) \in (1, -1) \) is the m-th chip of the \( k^{th} \) user, and \( T_c \) is the chip period. \( \prod (t) \) is a unit rectangular pulse of duration \( T_c \), \( T_c = T_b / N \) is the chip period, \( N \) is the processing gain, \( A_l(\theta_{km}) \) is the steering coefficient of the \( k^{th} \) user in the \( m^{th} \) path at the \( l^{th} \) antenna element, where

\[
A_l(\theta_{km}) = e^{\left(-\frac{2j\pi d}{\lambda}\left(l-\frac{L}{2}\sin\theta_{km}\right)\right)}
\]  

(4.6)

Where \( d \) is the distance between adjacent elements, \( L \) is number of elements, \( \lambda \) is the wave length, \( l \) is the element index. \( \theta_{km} \) is the angle of arrival (AOA) of the \( k^{th} \) user in the \( m^{th} \) path with respect to the array normal.

### 4.3 The Proposed Structure

The new detector is shown in Fig.(4.1). It uses the decision feedback equalizer structure. The structure utilizes a L-elements array antenna. Each element is followed by a chip matched filter (CMF) whose output is sampled at the chip rate and passed through a fractionally spaced adaptive FIR filter which has a delay for each tap equal to the chip period and length equal to the processing gain. The detected symbols are fed back through a FIR filter with a tap delay equals to a bit duration and whose length depends on the delay spread of the channel. All the L-FIR filters output and the feed backward FIR filter are summed and sampled at the bit rate to form a soft decision output which is passed through a decision device to form an estimate of the transmitted bits. The structure in Fig.(4.1) is called an adaptive combined space-time decision feedback multiuser receiver. In the following analysis we will assume MAI and ISI channel only. Multipath fading will be considered in chapter 6.

The signal received by the \( i^{th} \) antenna element, \( x_i(t) \), is passed through a chip matched filter and sampled at the chip rate, then at the \( i^{th} \) symbol interval the content of the FIR filter of the \( i^{th} \) element will be represented by an \( N \)-dimensional vector assuming the
The number of forward taps is equal to $N$ for the analysis.

\[
\begin{align*}
u_i^i &= \sum_{k=1}^{K} \sqrt{P_k} \sum_{m=1}^{M} b_k^i h_{km} \big(\theta_{km}\big) (C_{km}^i)^T + N_i^i
\end{align*}
\]  

(4.7)

In this analysis we assume that all the ISI components have the same gain, so $h_{km} = 1/M$ for all $k$ and $m$, where the code vector $C_{km}$, in the $i^{th}$ sampling interval is,

\[
C_{km}^i = \begin{cases} 
  \left(\frac{\tau_{km} \Delta}{T_c} \right) \rho_k(\tau_{km} - 1) + \left(1 - \frac{\tau_{km} \Delta}{T_c}\right) \rho_k(\tau_{km}) & \text{if } \tau_{km}^i - \tau_k^i > 0 \\
  \left(\frac{\tau_{km} \Delta}{T_c} \right) \rho_k(\tau_{km} + 1) + \left(1 - \frac{\tau_{km} \Delta}{T_c}\right) \rho_k(\tau_{km}) & \text{if } \tau_{km}^i - \tau_k^i < 0 
\end{cases}
\]

(4.8)

\[
D_k(\tau_{km}) = \begin{bmatrix} a_k(N - \rho_{km}) & \ldots & a_k(N - 1) & a_k(0) & a_k(1) & \ldots & a_k(N - 1 - \rho_{km}) \end{bmatrix}
\]

(4.9)

and

\[
B_k(\tau_{km}) = \begin{bmatrix} -a_k(N - \rho_{km}) & \ldots & -a_k(N - 1) & a_k(0) & a_k(1) & \ldots & a_k(N - 1 - \rho_{km}) \end{bmatrix}
\]

(4.10)

and $\tau_k + \tau_{km} = \rho_{km} T_c + \varepsilon_{km}$, where $\rho_k$ is an integer number $0 \leq \rho_{km} \leq N - 1$ and $0 \leq \varepsilon_{km} < T_c$

let

\[
r_{km}^i = h_{km}^i S_k(iT_b - \tau_k - t_{km}) = \frac{1}{M} b_k^i (C_{km}^i)^T
\]

(4.11)

where the N-dimensional vector $r_{km}$ is the received signal from the $k^{th}$ user during the $m^{th}$ path. Then the received signal from the $k^{th}$ user from all paths is the matrix $X_k$ of dimension $(N \times M)$ where $X_k$ is equal to,

\[
X_k = \begin{bmatrix} r_{k1} & r_{k2} & \ldots & r_{kM} \end{bmatrix}
\]

(4.12)
We dropped the superscript $i$ from our equations, since it will not affect our analysis. Then the received signal from all users from the all $M$ paths is the matrix $X$ of dimension $(N \times KM)$ where $X$ is equal to

$$X = \begin{bmatrix} X_1 & X_2 & \ldots & X_K \end{bmatrix}$$  \hspace{1cm} (4.13)

Let the steering vector of the $k^{th}$ user for the all $M$ paths at the $l^{th}$ element be equal to

$$A_{lk} = \begin{bmatrix} A_l(\theta_{k1}) & A_l(\theta_{k2}) & \ldots & A_l(\theta_{kM}) \end{bmatrix}$$ \hspace{1cm} (4.14)

where $A_{lk}$ a $M$-dimensional row vector. Let

$$A_{l} = \begin{bmatrix} A_{l1}^T & A_{l2}^T & \ldots & A_{lK}^T \end{bmatrix}^T$$ \hspace{1cm} (4.15)

be a $KM$-dimensional row vector containing the steering coefficients of all users for all paths, then the contents of the FIR filter of the $l^{th}$ antenna element in vector form is

$$u_l = A_l^T X + N_l$$ \hspace{1cm} (4.16)

Then let

$$u = \begin{bmatrix} u_1^T & u_2^T & \ldots & u_L^T \end{bmatrix}^T$$ \hspace{1cm} (4.17)

be LN-dimensional vector contains the content vectors for all the L forward FIR filters.

and

$$w_l = \begin{bmatrix} w_{l,1} & w_{l,2} & \ldots & w_{l,M} \end{bmatrix}, \hspace{0.5cm} l = 1, 2, \ldots, L$$ \hspace{1cm} (4.18)

be the taps weight for the FIR filter of the $l^{th}$ element, then
be a LN-dimensional vector containing the weights for the all FIR filters of the all antenna element.

Let the contents of the feedback FIR filter be

\[ v = \begin{bmatrix} b_{1}^k & b_{2}^k & \cdots & b_{Q}^k \end{bmatrix}^T \]  

(4.20)

where Q is the number of taps of the feedback filter. Let the tap weight vector for the feedback FIR filter be

\[ z = \begin{bmatrix} z_{1}^k & z_{2}^k & \cdots & z_{Q}^k \end{bmatrix}^T \]  

(4.21)

Now we can define the contents of the all FIR filters and their tap weights in two vectors. Let

\[ W = \begin{bmatrix} w_{1}^T & w_{2}^T & \cdots & w_{L}^T & z^T \end{bmatrix}^T \]  

(4.22)

where W is a (LN+Q)-dimensional vector containing the all FIR filters coefficients, and let

\[ U = \begin{bmatrix} u_{1}^T & u_{2}^T & \cdots & u_{L}^T & v^T \end{bmatrix}^T \]  

(4.23)

be a (LN+Q)-dimensional vector containing the contents of the all FIR filters.

Now after defining the vectors W and U we can calculate the optimum taps and the minimum mean square error (MMSE) of our structure.

The output of the structure shown in Figure 1 is equal to

\[ y = W^H U \]  

(4.24)

The mean square error is, [28]
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\[ \text{MSE} = 1 - \mathbf{W}^H \mathbf{P} - \mathbf{P}^H \mathbf{W} + \mathbf{W}^H \mathbf{R} \mathbf{W} \]  \hfill (4.25)

where \( \mathbf{R} \) is the autocorrelation matrix of the input vector \( \mathbf{U} \) and it is equal to,

\[ \mathbf{R} = \mathbb{E}(\mathbf{U} \mathbf{U}^H) \]  \hfill (4.26)

and \( \mathbf{P} \) is the cross-reaction vector between the input vector \( \mathbf{U} \) and the desired output \( \mathbf{b}^1 \), where \( \mathbf{b}^1 \) denotes the data from the first user, then \( \mathbf{P} \) is equal to,

\[ \mathbf{P} = \mathbb{E}(\mathbf{U} \mathbf{b}^1) \]  \hfill (4.27)

To find the optimum coefficients, \( \mathbf{W}_{opt} \), from the Weiner-Hopf solution, \cite{28}

\[ \mathbf{W}_{opt} = \mathbf{R}^{-1} \mathbf{P} \]  \hfill (4.28)

substitute \( \mathbf{W}_{opt} \) in Eq.(4.28) into Eq.(4.25) to find the MMSE,

\[ \text{MMSE} = 1 - \mathbf{P}^H \mathbf{W}_{opt} = 1 - \mathbf{P}^H \mathbf{R}^{-1} \mathbf{P} \]  \hfill (4.29)

In order to find \( \mathbf{W}_{opt} \) and the MMSE we need to calculate Eq.(4.26) and Eq.(4.27) which is shown below.

\[ \mathbf{R} = \mathbb{E}(\mathbf{U} \mathbf{U}^H) = \begin{bmatrix} \mathbf{R}_1 & \mathbf{H} \\ \mathbf{H}^H & \mathbf{R}_2 \end{bmatrix} \]  \hfill (4.30)

where

\[ \mathbf{R}_1 = \mathbb{E}(\mathbf{u} \mathbf{u}^H) \]  \hfill (4.31)

and

\[ \mathbf{R}_2 = \mathbf{I}_{Q \times Q} \]  \hfill (4.32)

and

\[ \mathbf{H} = \mathbb{E}(\mathbf{u} \mathbf{v}^H) \]  \hfill (4.33)
and $P$ is equal to

$$
P = E(Ub_1) = \begin{bmatrix}
P_1 \\
\vdots \\
0_{Q \times 1}
\end{bmatrix}
$$

(4.34)

$$
P_1 = E \begin{bmatrix}
u_1b_1 \\
v_2b_1 \\
\vdots \\
u_tb_1
\end{bmatrix} = \begin{bmatrix}
E(u_1b_1) \\
E(u_2b_1) \\
\vdots \\
E(u_tb_1)
\end{bmatrix}
$$

(4.35)

where $0_{Q \times 1}$ is a $Q \times 1$ vector with all its elements equal zeros.

In the above analysis we found the MMSE and the optimum tap weights for the proposed structure in a multipath fading channels as a function of $R$ and $P$, where $R$ and $P$ depend on the number of users, and the number of antenna elements. From these results we will see later the effect of the number of users, number of antenna elements, and the number of equalizer taps on the performance of the proposed structure.

### 4.4 Numerical Results

In this section we calculate the MMSE using the equations derived in the previous section as a function of the number of users and number of antenna elements. Here in these results we will see the effect of ISI on the performance of the centralized decision feedback space-time receiver. The impulse response of the channel is assumed to have three independent paths, and all the paths are assumed to have the same gain and there is no fading. The delay for each path are assumed to be uniformly distributed in the intervals $[0,T)$, $[2T,3T)$, and $[3T,4T)$ for the first, second, and third paths respectively.

The DS-CDMA signal used in the analysis has a processing gain (PG) equal to eight, and uses BPSK modulation. We use random codes for spreading our data with eight chips in each code. The sampling frequency of the received signal before the chip matched filter is
equal three times the chip rate, so there are three samples per chip. The angle of arrival (AOA) is modeled as a random process uniformly distributed in the interval \([-\pi/2, \pi/2]\). \(E_b/N_0\) is set to 18dB for all users unless otherwise mentioned, where \(E_b = p_k T_b\). We also assume plane wave propagation, and the separation distance between antenna elements is set to \(\lambda/2\). In these results 300 runs are used to average the MMSE around all the random parameters: noise, data, AOA, spreading codes, and channel impulse responses.

The effect of the number of antenna elements on the MMSE is shown in Fig.(4.2) for different numbers of users accessing the channel. We set the number of the forward taps equal to 8 and the number of backward taps equal to 5. From Figure 2 we see that by increasing the number of antenna element the structure becomes more robust against the co-channel interference, as a result the capacity is increased while the bandwidth is remains unchanged.

In Fig.(4.3) we evaluate the capacity (number of simultaneous equal power users) of the proposed structures. In this figure we also compare the capacity of the proposed structures with the structures proposed in [1]. We set PG=8 for all structures. The curves are drawn by calculating the MMSE as a function of the number of users accessing the channel. The significant increase in capacity by using the proposed structures is clear from the figure and we can accommodate more users than the processing gain.

For more antenna elements the structures outperform the structure in [1] and become more robust against cochannel interference.

In Fig.(4.4) we compared the structure proposed in this chapter with the linear space-time structure and the structures proposed in [1] and [64]. In this comparison we assume that the AOA for all paths of all users are uniformly distributed in \([-\pi/2, \pi/2]\). From Fig.(4.4) we see a huge increase in capacity for our structures compared to the one element structures proposed in [1] and [64]. Also comparing the decision feedback and the linear space-time structures there is no significant improvement in performance for the decision feedback structure compared to the linear space-time structure, i.e. there is no need for the decision feedback filter for the case where the angle of arrival of the various ISI components are
widely distributed. And this is due to the ability of the space time structure to reduce the ISI components in the space domain. From Fig.(4.4) we conclude that space-time structure can reduce the delay spread of the channel and cancel sever ISI by placing nulls in the direction of the late arrival paths. The ability of the proposed structures to suppress multipath components (which act like interference having the same spreading code as that of the desired signal), also extends to suppressing out of cell interferers which for short spreading code, may also have the same spreading codes as the desired signal. This will be seen later in chapter 7.

However if the all ISI components of the desired user have close or same AOA then we see significant gain in capacity and performance for the decision feed back structure proposed in this chapter compared to the linear space-time structure proposed in the previous chapter. Fig.(4.4) shows the effect off all the paths of the desired user have same AOA. Comparing Fig.(4.4) and Fig.(4.5) there is no degradation in performance for the decision feed back space-time structure, however there is significant degradation for the linear space-time structure. This results gives an advantage to the decision feed back over the linear space time receiver in situation where the angle spread is very small or zero, i.e. at the base station with the antenna is located high above the roof top.

4.5 Conclusion

In this chapter we propose the decision feedback combined space-time receiver. We developed a formula for the MMSE and the optimum taps. Analytical results based on the MMSE criteria showed that the decision feed back space-time structure has the ability to cancel cochannel interference and ISI. Also we found that in very small angle spreads the decision feed back structure out perform the linear space-time structure. However in large angle spreads there is no advantage of the decision feed back over the linear, the linear space-time receiver will be preferable for its simplicity.
Fig.(4.2) The effect of the No. of antenna elements and the No. of users on the MMSE.
Fig.(4.3) Capacity curve for the decision feedback combined space-time structure

Number of antenna elements change from 1 to 9.
Fig. (4.4) Capacity comparison between the proposed structures where AOA of the various ISI components are assumed to be widely distributed.
Fig. (4.5) Capacity comparison between the proposed structures where AOA of the various ISI components are assumed to be the same.
5.1 Introduction

Until this point of the thesis we considered two structures only. In the linear space-time structure we assume that the receiver has no knowledge of the detected symbols of all users, whereas in the decision feedback space-time receiver we assume that the receiver feeds back the detected symbols of the desired user only. The centralized structure which we will present in this chapter can be seen as an extension of the previous structures. In the centralized structure we assume that the receiver has access to the detected symbols of all users and can feed them back through FIR filters to improve the performance of the overall
CDMA system. This kind of information are only available at the base-station, so the practical application of the centralized detector is at the base-station. The complexity of the centralized detector is linear with the number of users and it is more complex than the linear and the decision feedback detectors. But because it's application is limited only at the base-station, so extra complexity can be acceptable.

The centralized idea is not new in the multiuser detection literature. Different detectors proposed in the literature used similar ideas of centralized decision feedback, but under different names. However, it is worth mentioning here before we start discussing these detectors that the major difference between them and our structure is the joint utilization of the spatial and temporal domains.

In [12] Duel Hallen proposed the decorrelating decision feedback multiuser detector, see Fig.(5.1). In [12], forward and feedback filters are chosen to eliminate all multiuser interference provided that the feedback data are correct. Decisions of users are made in the order of decreasing received powers. The receiver for each user linearly combines sampled outputs of the matrix matched filter with decisions of all strongest interfering users. Thus the receiver for the strongest user does not benefit from the interference cancellation property and it is equivalent to the decorrelating receiver. In [13] Duel Hallen extended the same idea to other multiuser detectors and compared them.

Another receiver was proposed by Rapajic et. al. in [87] called adaptive centralized decision feedback detector, see Fig.(5.2). In this receiver all symbols from all users are assumed to be known. The adaptive centralized decision feedback detector consists of a linear fractionally spaced adaptive filter, a centralized feedback filter, and a decision device as shown in Fig.(5.2). It was shown in [87] that this detector has the same timing recovery, near-far resistance and multipath combined properties as the adaptive linear multiuser detector proposed in [64] and [87] whereas MAI cancellation is significantly improved. However, the complexity of the adaptive centralized decision feedback receiver increases linearly with number of users.

Subtractive interference cancellation is another technique that uses the decision feedback
Fig.(5.1) Decorrelating Decision Feedback Multiuser Detector [12].
Fig.(5.2) Adaptive Centralized Decision Feedback Multiuser Detector, [87].
idea to cancel the MAI [45],[100]. There are two types of subtractive interference cancellation. The first is called successive interference cancellation and the second is called the parallel interference cancellation. We discussed these detectors in chapter 2.

In this chapter we propose another novel structure for DS-CDMA systems which is called the centralized decision feedback space-time receiver. This structure is more complex than the structures proposed in the previous chapters. The difference between this structure and the other structures are: 1) no need to order users according to their received powers, 2) all users will benefit from the MAI cancellation, 3) jointly combine the antenna array (spatial domain) and the multiuser detector (temporal domain) to reduce the effect of MAI, ISI, and near-far problem, 4) no need to respread the detected symbols of the users. In this chapter we will discuss and analyze the centralized decision feedback receiver.

5.2 Signal and Channel Model

It is the same signal and channel model discussed previously but we include it here for clarity. Consider a CDMA receiver with K users. The signal transmitted by the \( k^{th} \) user is denoted by \( S_k(t) \), where \( k = 1, 2, ..., K \). Assume that \( S_1(t) \) is the signal from the desired user, and \( S_k(t), k = 2, 3, ..., K \) are considered as co-channel interference with respect to the desired user. Each signal received comes from a certain direction. We assume that the direction of arrival (\( \Theta_k \)) is uniformly distributed in \( [-\pi, \pi] \). In this analysis we assume a multiuser and inter symbol interference ISI from multipath (no fading) channel, to see the resistance of our structure against co-channel interference and ISI.

The receiver uses a L-element uniform array with distance separation \( d \).

The complex baseband transmitted signal from the \( k^{th} \) user is

\[
S_k(t) = \sqrt{P_k} \sum_i b_k^i c_k(t - iT_b - \tau_k)
\]

(5.1)

The channel impulse response at the \( j^{th} \) element is
\[ \mathcal{R}_{k}(t) = \sum_{m=1}^{M} h_{km} A_{l}(\theta_{km}) \delta(t - t_{km}) \]  

(5.2)

The received signal at the \( l^{th} \) element from the \( k^{th} \) user is then

\[ x_{kl}(t) = \sqrt{p_k} \sum_{i} b_k^{i} \sum_{m=1}^{M} h_{km} A_{l}(\theta_{km}) c_k(t - iT_b - \tau_k - t_{km}) \]  

(5.3)

The total received signal at the \( n^{th} \) element from all users including AWGN is

\[ x_n(t) = \sum_{k=1}^{K} x_{kl}(t) + N_f(t) \]  

(5.4)

In these equations, \( T_b \) is the symbol period, \( b_k^{i} \) is the data transmitted by user \( k \) in the \( i^{th} \) interval, \( h_{km} \) is the complex channel coefficient as seen by user \( k \) during the \( m^{th} \) path, \( p_k \) is the power transmitted by the \( k^{th} \) user, \( N_f(t) \) is a zero mean complex gaussian random process with \( N_0 \) is the complex noise power spectrum at the \( n^{th} \) antenna element, \( \tau_k \) is the delay for the \( k^{th} \) user, \( t_{km} \) of the \( m^{th} \) path of the \( k^{th} \) user, \( M \) is the number of the multipath components, and \( c_k(t) \) is the code sequence of the \( k^{th} \) user, where

\[ c_k(t) = \sum_{m=0}^{N-1} a_k(m) \prod_{l=1}^{l} (t - mT_C) \]  

(5.5)

\( a_k(m) \in (1, -1) \) is the \( m \)-th chip of the \( k^{th} \) user, and \( T_C \) is the chip period. \( \prod_{l=1}^{l} (t) \) is a unit rectangular pulse of duration \( T_C \), \( T_C = T_b / N \) is the chip period, \( N \) is the processing gain, \( A_{l}(\theta_{km}) \) is the steering coefficient of the \( k^{th} \) user in the \( m^{th} \) path at the \( l^{th} \) antenna element, where

\[ A_{l}(\theta_{km}) = e^{- \left( \frac{2 \pi \sqrt{d}}{\lambda} \left( t - \frac{1 + L}{2} \right) \sin \theta_{km} \right)} \]  

(5.6)

Where \( d \) is the distance between adjacent elements, \( L \) is number of elements, \( \lambda \) is the wave length, \( l \) is the element index. \( \theta_{km} \) is the angle of arrival (AOA) of the \( k^{th} \) user in the \( m^{th} \) path with respect to the array normal.
Fig.(5.3) Centralized Decision Feedback Adaptive Combined Space-Time Receiver.
5.3 The Proposed Structure

The new detector is shown in Fig.(5.3). The structure utilizes a L-element array antenna. Each element is followed by a chip matched filter (CMF) whose output is sampled at the chip rate and passed through a fractionally spaced adaptive FIR filter which has a delay for each tap equal to the chip period and length equal to the processing gain. The detected symbols of all users are fed back through FIR filters with tap delay equal to a bit duration and with length depending on the delay spread of the channel. All the L-FIR filter outputs and all the feedback FIR filters outputs are summed and sampled at the bit rate to form a soft decision output which is passed through a decision device to form an estimate of the transmitted bits. The structure in Fig.(5.3) is called the adaptive centralized decision feedback space-time receiver. In the following analysis we will assume MAI and ISI only.

The frequency selective fading channel will be discussed in chapter 6.

The signal received by the $i^{th}$ antenna element, $x_i(t)$, is passed through a chip matched filter and sampled at the chip rate, then at the $i^{th}$ symbol interval the content of the FIR filter of the $i^{th}$ element will be represented by an N-dimensional vector assuming the number of the forward taps is equal to N for the analysis.

$$u_i^j = \sum_{k=1}^{K} \sqrt{P_k} \sum_{m=1}^{M} b_k^j h_{km}^i \Delta_i(\theta_{km})(C_{km}^i) + N_i^j \quad (5.7)$$

in this analysis we assume that there is no fading and all paths have same gain because we want to see the effect of ISI, so $h_{km} = 1/M$ for all $k$ and $m$, the superscript T denotes transposition, where the code vector $C_{km}$ in the $i^{th}$ sampling interval is,

$$C_{km}^i = \begin{cases} \left(\frac{e_k^i}{T_c} \delta_k(\varphi_{km}^i) + \left(1 - \frac{e_k^i}{T_c}\right)\delta(-\varphi_{km}^i)\right) \delta_{k,1} = \delta_k^i & \text{if } \delta_{k,1} = \delta_k^i \\ \left(\frac{e_k^i}{T_c} \delta_k(\varphi_{km}^i) + \left(1 - \frac{e_k^i}{T_c}\right)\delta(-\varphi_{km}^i)\right) \delta_{k,-1} = -\delta_k^i & \text{if } \delta_{k,-1} = -\delta_k^i \end{cases} \quad (5.8)$$
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\[ D_k(\rho_{km}) = \begin{bmatrix} a_k^{(N-\rho_{km})} & \cdots & a_k^{(N-1)} & a_k(0) & a_k(1) \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ a_k^{(N-1-\rho_{km})} \end{bmatrix} \] (5.9)

and

\[ B_k(\rho_{km}) = \begin{bmatrix} -a_k^{(N-\rho_{km})} & \cdots & -a_k^{(N-1)} & a_k(0) & a_k(1) \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ -a_k^{(N-1-\rho_{km})} \end{bmatrix} \] (5.10)

and \[ \tau_k + t_{km} = \rho_{km} T_c + \epsilon_{km} \]
where \( 0 \leq \rho_{km} \leq N - 1 \) and \( 0 \leq \epsilon_{km} < T_c \),

let

\[ r_{km}^i = h_{km}^i S_k(i T_b - \tau_k - t_{km}) = \frac{1}{M} b_k^i (c_{km}^j) \] (5.11)

where the \( N \)-dimensional vector \( r_{km} \) is the received signal from the \( k^{th} \) user during the \( m^{th} \) path. Then the received signal from the \( k^{th} \) user from all paths is the matrix \( X_k \) of dimension \( (N \times M) \) where \( X_k \) is equal to,

\[ X_k = \begin{bmatrix} r_{k1} & r_{k2} & \cdots & r_{kM} \end{bmatrix} \] (5.12)

We dropped the superscript \( i \) from our equations, since it will not affect our analysis. Then the received signal from all users from the all \( M \) paths is the matrix \( X \) of dimension \( (N \times KM) \) where \( X \) is equal to

\[ X = \begin{bmatrix} X_1 & X_2 & \cdots & X_K \end{bmatrix} \] (5.13)

Let the steering vector of the of the \( k^{th} \) user for the all \( M \) paths at the \( l^{th} \) element is equal to

\[ A_{lk} = \begin{bmatrix} A_l(\theta_{k1}) & A_l(\theta_{k2}) & \cdots & A_l(\theta_{kM}) \end{bmatrix} \] (5.14)

where \( A_{lk} \) is a \( M \)-dimensional row vector. Let
\[ A_l = \begin{bmatrix} A_{l1}^T & A_{l2}^T & \cdots & A_{lK}^T \end{bmatrix}^T \] (5.15)

be a KM-dimensional row vector containing the steering coefficients of all users for all paths, then the contents of the FIR filter of the \( l^{th} \) antenna element in vector form is

\[ u_l = A_l^T X + N_l \] (5.16)

Then let

\[ u = \begin{bmatrix} u_1^T & u_2^T & \cdots & u_L^T \end{bmatrix}^T \] (5.17)

be a LN-dimensional vector containing the content vectors for all the \( L \) forward FIR filters and

\[ w_l = \begin{bmatrix} w_{l1} & w_{l2} & \cdots & w_{lL} \end{bmatrix}, \ l = 1, 2, \ldots, L \] (5.18)

be the taps weight for the FIR filter of the \( l^{th} \) element, then

\[ w = \begin{bmatrix} w_1^T & w_2^T & \cdots & w_L^T \end{bmatrix}^T \] (5.19)

is a LN-dimensional vector containing the weights for the all FIR filters of the all antenna element.

Let the content of the \( k^{th} \) feedback FIR filter be

\[ v_k = \begin{bmatrix} b_{i-1}^k & b_{i-2}^k & \cdots & b_{i-Q}^k \end{bmatrix}^T \] (5.20)

where \( Q \) is the number of taps of each feedback filter. Let

\[ V = \begin{bmatrix} v_1^T & v_2^T & \cdots & v_K^T \end{bmatrix}^T \] (5.21)

and let the tap weight vector for the feedback FIR filter be
Then the tap weight vector of the feedback FIR filters is

\[ z_k = \begin{bmatrix} z_{1k}^T & z_{2k}^T & \cdots & z_{Kk}^T \end{bmatrix}^T \]  \hspace{1cm} (5.22)

Now we can define the contents of all the FIR filters and their tap weights in the proposed structure as two vectors.

Let \[ U = \begin{bmatrix} u_1^T & u_2^T & \cdots & u_L^T & v^T \end{bmatrix}^T \]  \hspace{1cm} (5.24)

be a \((LN+Q)\)-dimensional vector containing the contents of all FIR filters, and let

\[ W = \begin{bmatrix} w_1^T & w_2^T & \cdots & w_L^T & z^T \end{bmatrix}^T \]  \hspace{1cm} (5.25)

where \( W \) is a \((LN+Q)\)-dimensional vector containing the FIR filters coefficients.

Now after defining the vectors \( W \) and \( U \) we can calculate the optimum taps and the minimum mean square error (MMSE) of our structure.

The output of the structure shown in Fig.(5.3) is equal to

\[ y = W^H U \]  \hspace{1cm} (5.26)

The mean square error is, [28]

\[ MSE = 1 - W^H P - P^H W + W^H R W \]  \hspace{1cm} (5.27)

where the superscript \( H \) denotes the Hermitian transposition, and where \( R \) is the autocorrelation matrix of the input vector \( U \) and it is equal to,

\[ R = E(UU^H) \]  \hspace{1cm} (5.28)

and \( P \) is the cross-reaction vector between the input vector \( U \) and the desired output.
\( b_1 \) denotes the data from the first user, then \( P \) is equal to,

\[
P = E(U_b_1)
\]  

(5.29)

To find the optimum coefficients, \( W_{opt} \), from the Weiner-Hopf solution, [28]

\[
W_{opt} = R^{-1}P
\]  

(5.30)

substitute \( W_{opt} \) in Eq.(5.30) into Eq.(5.27) to find the MMSE,

\[
MMSE = 1 - P^H W_{opt} = 1 - P^H R^{-1} P
\]

(5.31)

In order to find \( W_{opt} \) and the MMSE we need to calculate Eq.(5.28) and Eq.(5.29) which is shown below.

\[
R = E(UU^H) = \begin{bmatrix} R_1 & H \\ \vdots & \vdots \\ H^T & R_2 \end{bmatrix}
\]  

(5.32)

where

\[
R_1 = E(uu^H)
\]

(5.33)

and

\[
R_2 = \begin{bmatrix} \Phi_1 & 0 & 0 \\ 0 & \Phi_2 & 0 \\ \vdots & \vdots & \vdots \\ 0 & 0 & \Phi_K \end{bmatrix} = I_{Q \times Q}
\]

(5.34)

where

\[
\Phi_1 = \Phi_2 = \ldots = \Phi_K = I_{Q \times Q}
\]

(5.35)

where \( I \) is the identity matrix, and
\[ H = E(u^H) \]

and \( P \) is equal to

\[
P = E(UB_1) = \begin{bmatrix} P_1 \\ \vdots \\ O_{QK \times 1} \end{bmatrix}
\]

\[
P_1 = E\begin{bmatrix} u_1b_1 \\ u_2b_1 \\ \vdots \\ u_Lb_1 \end{bmatrix} = \begin{bmatrix} E(u_1b_1) \\ E(u_2b_1) \\ \vdots \\ E(u_Lb_1) \end{bmatrix}
\]

where \( O_{QK \times 1} \) is a vector with zeros.

In the above analysis we found the MMSE and the optimum tap weights for the proposed structure in multipath channels as a function of \( R \) and \( P \), where \( R \) and \( P \) depend on the number of users, and the number of antenna elements. From these results we will see later the effect of the number of users and the number of antenna elements on the performance of the proposed structure.

### 5.4 Numerical Results

In this section we calculate the MMSE using the equations derived in the previous section as a function of the number of users and number of antenna elements. Here in these results we will see the effect of ISI on the performance of the centralized decision feedback space-time receiver. The impulse response of the channel is assumed to have three independent paths, and all the paths are assumed to have the same gain and there is no fading. The delay for each path are assumed to be uniformly distributed in the intervals \([0,T)\), \([2T,3T)\), and \([3T,4T)\) for the first, second, and third paths respectively.

The DS-CDMA signal used in the analysis has a processing gain (PG) equal to eight, and uses BPSK modulation. We use random codes for spreading our data with eight chips in each code. The sampling frequency of the received signal before the chip matched filter is
three times the chip rate, so there are three input samples per chip. The angle of arrival (AOA) is modeled as a random process uniformly distributed in the interval $[-\pi/2, \pi/2]$. $E_b/N_0$ is set to 18dB for all users unless otherwise mentioned, where $E_b = P_b T_b$. We also assume plane wave propagation, and the separation distance between antenna elements is set to $\lambda/2$. In these results the MMSE is averaged around all the random parameters: noise, data, AOA, spreading codes, and channel impulse responses.

The effect of the number of antenna elements on the MMSE is shown in Fig.(5.4) for different number of users accessing the channel. We set the number of the forward taps equal to 8 and the number of backward taps equal to 5. From Fig.(5.4) we see that by increasing the number of antenna elements the structure becomes more robust against the co-channel interference, as a result the capacity is increased and the bandwidth remains unchanged.

In Fig.(5.5) we calculate the effect of number of users on the MMSE for different number of users. From Fig.(5.5) we see the ability of the proposed structure to totally cancel the cochannel interference and ISI by adding more elements.

Comparison with the structures proposed in [2], [64], [87], and the space-time structures proposed in previous chapters are given in Fig.(5.6). We can see the significant increase in performance and capacity of the proposed structure compared to the others. Comparing the all structures we see the superior ability of the centralized decision feedback space-time receiver to cancel MAI and ISI, which result in much higher capacity without adding extra bandwidth.
Fig. (5.4) The effect of the No. of antenna elements and the No. of users on the MMSE.
Number of antenna elements change from 1 to 9.

Fig.(5.5) Capacity curve for the proposed structure.
Fig.(5.6) Capacity comparison between the proposed structures.
5.5 Conclusion

In this chapter we proposed the centralized decision feedback combined space-time receiver. We developed a formula for the MMSE and the optimum taps. Analytical results based on the MMSE criterion showed that the centralized structure has the ability to cancel cochannel interference and ISI. The complexity of the centralized structure is linear with number of users and can only be applied at the base-station, so extra complexity will not be a problem at the base-station. In this chapter we also compare the centralized receiver with the previously proposed receivers. It is found that the centralized structure outperforms the linear space-time structure and the decision feedback space-time structure.

In the next chapter we will began a new stage of the thesis where we will see the effect of the wireless channel on the proposed structure. The linear space-time receiver will be only tested because of its simplicity and performance and we can use it as a bench mark for the other structures.
In all our previous analysis and simulation we assume that AWGN and cochannel interference are the only impairments in the channel. Applying the proposed structures to cellular systems gives rise to other impairments due to the wireless channel. Wireless communication channels suffer from many impairments which place fundamental limitations on the performance of any wireless system. The focus in this chapter is on the performance of the adaptive linear combined space-time structure in frequency selective fading channels.

6.1 Introduction

In a wireless communication channel, the received signal strength for a certain user is affected by the physical channel in several ways. In this section we will explain the channel model which will be used in the performance analysis of the adaptive linear space-time receiver.

The transmitted signal from a wireless system arrives at its destination along a number of different paths referred to as multipath. These multipath components arise from scattering, reflection, and diffraction of the transmitted signal off objects that lie in the area between the transmitting and receiving antennas in the wireless environment, Fig.(6.1).

The received signal strength for a given user is affected by path loss, multipath fading, and shadowing. Path loss is a function of the distance between the transmitting and receiving antennas, which is defined as the ratio between the received power $P_r$ and the transmitting power $P_t$.

\[ PL = \frac{P_t}{P_r} \]  

(6.1)
Fig.(6.1) Multipath Propagation in cellular systems.
where $PL$ is the path loss. The inverse path loss for the free space model is given by

$$Ld = \frac{P_r}{P_t} = \left( \frac{\lambda}{4\pi d} \right)^2 G_t G_r,$$

(6.2)

Where $\lambda$ is the wavelength, $G_t, G_r$ are the power gain of the transmit and receive antennas, respectively, and $d$ is the distance between the transmit and receive antennas.

The main path is usually accompanied by a surface reflected path that may destructively interfere with the main path. This is called the ground reflection model or the 2-ray model. The inverse path loss for this model can be approximated by

$$Ld = \left( \frac{h_r h_t}{d^2} \right)^2 G_t G_r,$$

(6.3)

where $h_r, h_t$ are the effective heights of the transmit and receive antennas respectively. The effective path loss follows the inverse fourth power law (exponent equal to four) that results in a loss of 40dB/decade. In real wireless environment the path loss exponent varies from 2.5 to 5.

In addition to deterministic path loss due to distance, there is a random component due to the location dependent, spatial distribution of objects relative to the mobile. That is, the path loss experienced by the mobile depends on both the separation from the transmitter and on the particular placement of the surrounding objects that may prevent line-of-sight communication. This latter effect is called shadowing. From measurements, the random variation in path loss around the distance dependent mean can be modeled as a log normal random variable. The path loss and shadowing is called slow fading or large scale path loss [86].

In addition to path loss and shadowing the received signal has another component which will cause its power to fluctuate with small spatial changes of the transmitter, receiver, or scattering objects in the environment. This component is called fast fading or small scale fading, [86].

The fast fading is caused by the multiple signal reflections arriving at the base-station each with its own phase. This multiple signal reflection is caused by scattering of the signal off objects near the moving mobile. When the number of multipath components is large, each with random ampli-
tude and angle of arrival arrive at the receiver with phases uniformly distributed in the interval 
\([0, 2\pi]\), then the in-phase and quadrature component of the received signal level will be an
independent Gaussian process. The envelope of the received signal is then a Rayleigh distributed
random variable which probability density function given by

\[
p(x) = \begin{cases} 
\frac{x}{\sigma^2} \exp\left\{-\frac{x^2}{2\sigma^2}\right\} & x \geq 0 \\
0 & x < 0 
\end{cases} \quad (6.4)
\]

If there is a direct path, then the envelop of the received signal will be a Rician random variable,
which has a probability density function as follows

\[
p(x) = \begin{cases} 
\frac{r^2}{\sigma^2} \exp\left\{\frac{(r^2 + s^2)}{2\sigma^2}\right\} I_0\left(\frac{rs}{\sigma^2}\right) & x \geq 0 \\
0 & x < 0 
\end{cases} \quad (6.5)
\]

where \(s^2\) is the mean power of the direct path and \(I_0\) is the modified zero order Bessel function
of the first kind.

Multipath fast fading is described by its Doppler spread (time-selective fading), delay spread (fre-
quency selective fading) and angle spread (space selective fading).

Doppler spread is due to the movement of the mobile user or due to moving objects in the wireless
system environment. Doppler spread causes variation in the received signal amplitude with time.
The Doppler spread is inversely proportional to the channel coherence time, where the coherence
time represents the time separation for which the channel impulse response remains strongly cor-
related, and is a measure of how fast the channel changes in time.

Doppler spread and coherence time are parameters which describe the time varying nature of the
wireless channel. However they do not offer information about the time dispersive nature of the
wireless channel. Delay spread and coherence bandwidth are parameters which describe the time
dispersive nature of the channel. Coherence bandwidth is a statistical measure of the range of fre-
quencies over which the channel can be considered flat. The coherence bandwidth is inversely
proportional to the delay spread and is a measure of the channel’s frequency selectivity. In a CDMA system, we spread the data signal over a much wider bandwidth. The bandwidth of the transmitted signal is usually much greater than the coherence bandwidth of the channel, and frequency selective fading channel model is usually applied. So in this chapter we will use the frequency selective fading channel model in the analysis and the evaluation of the proposed structure.

Angle spread refers to the spread of angles of the arrival of the multipaths at the antenna array. Angle spread causes space selective fading, which means that the received signal level at different antennas will have low or high correlation depending on coherence distance. As for the coherence time and the coherence bandwidth, the coherence distance represents the maximum spatial separation for which the channel responses at two antennas remain strongly correlated. The larger the angle spread the shorter the coherence distance.

At a high base-station antenna (above roof level) the angle spread is usually very small and the signal envelope remains strongly correlated between two antennas separated by several \( \lambda \), however at the mobile or at the base-station for indoor wireless systems the angle spread is usually 360° which causes the signal envelope to be uncorrelated for distances greater than \( \lambda/2 \). So, in the channel model which we used in this thesis we will assume zero angle spread for each path, so the signal level of the received signal at different antenna will be totally correlated for each path, however the total angle spread of the channel (all resolvable paths) depends on the antenna location and heights and system type, i.e. outdoor or indoor.

### 6.2 Channel model including AOA

The channel impulse response for the \( k^{th} \) user at the \( j^{th} \) antenna element which will be used in this chapter is given by, [75],

\[
\mathcal{R}_{kj}(t) = \sum_{m=1}^{M} h_{km} A_j(\theta_{km}) \delta(t - t_{km})
\] (6.6)

In the above equations, \( h_{km} \) is the complex channel coefficient as seen by user \( k \) during the \( m^{th} \) path, \( t_{km} \) is the delay of the \( m^{th} \) path of the \( k^{th} \) user, where \( h_{km} \) has a complex gaussian distribution, \( M \) is the number of resolvable multipath component, \( A_j(\theta_{km}) \) is the steering coefficient of
the \( k^{th} \) user in the \( m^{th} \) path at the \( l^{th} \) antenna element, where

\[
A_l(\theta_{km}) = e^{- \left( 2j\pi \frac{d}{\lambda} \left( -\frac{1+L}{2} \sin \theta_{km} \right) \right)}
\]

where \( d \) is the distance between adjacent elements, \( L \) is number of elements, \( \lambda \) is the wavelength, \( l \) is the element number. \( \theta_{km} \) is the angle of arrival (AOA) of the \( k^{th} \) user in the \( m^{th} \) path with respect to the array normal, where \( \theta_{km} \) is a uniformly distributed in the interval \([\pi/2, -\pi/2]\). In the above equations for the channel model including AOA we made the following assumptions:

1) The bandwidth of the transmitted CDMA signal is much greater than the coherence bandwidth. So, we assume a frequency selective fading channel with \( M \) resolvable paths.

2) Each path of the \( M \) resolvable paths consists of many unresolvable paths that are approximately of the same length and are not resolvable at the receiver. Thus, they are combined into a single path.

3) Each of the unresolvable paths mentioned above has its own time delay, and their time delays are approximately the same. Then they combined into a single path with time delay \( t_{km} \).

4) Each of the unresolvable paths also has its own angle of arrival, and their angles of arrival are uniformly distributed in the interval \([\Delta/2 + \theta_{km}, \Delta/2 + \theta_{km}]\), where \( \Delta \) and \( \theta_{km} \) are the angle spread and AOA of the resolvable paths, respectively. We assume that the angle spread \( \Delta \) is negligible and \( h_{km} \) is totally correlated at each antenna element.

5) Each of the resolvable paths consists of large number of unresolvable paths where each has its own amplitude. So the in-phase and quadrature components of each of the resolvable paths will be an independent gaussian random process. Then the envelope of each of the resolvable paths will be a Rayleigh random variable.

6) We assume a finite number of resolvable paths, where \( M \) is usually between 3 and 6 each with its own angle of arrival, AOA. In the numerical results and simulations \( M \) will be equal to 3 each with its own AOA.

7) We assume that the frequency response of each antenna is approximately flat over the signal bandwidth.

8) We also assume that the mobile is in the far field of the base-station antenna (point source), and
the mobile and the base-station array are in the same plane. So plane wave propagation is used.

Fig. (6.2) is an illustration of the channel model described by the above equations.

6.3 Received signal model
Consider a CDMA receiver with K users. The signal transmitted by the \( k^{th} \) user is denoted by \( S_k(t) \), where \( k = 1, 2, ..., K \). Assume that \( S_1(t) \) is the signal from the desired user, and \( S_k(t) \), \( k = 2, 3, ..., K \) are considered as co-channel interference with respect to the desired user. Each signal received comes from a certain direction. The complex baseband transmitted signal is

\[
S_k(t) = \sqrt{p_k} \sum_i b_i^k c_k(t - iT_b - \tau_k)
\]  

(6.8)

From (6.6) the channel impulse response for the \( k^{th} \) user at the \( l^{th} \) element is repeated here for clarity

\[
R_{kl}(t) = \sum_{m=1}^{M} h_{km} A_i(\theta_{km}) \delta(t - t_{km})
\]  

(6.9)

From (6.8) and (6.9) the received signal at the \( l^{th} \) from the \( k^{th} \) user is

\[
r_{kl}(t) = \sqrt{\frac{p_k}{k}} \sum_i b_i^k \sum_{m=1}^{M} h_{km} A_i(\theta_{km}) c_k(t - iT_b - t_{km})
\]  

(6.10)

Then the total received signal at the \( l^{th} \) element due to all users including the AWGN is

\[
x_l(t) = \sum_{k=1}^{K} r_{kl}(t) + N_l(t)
\]  

(6.11)

where all of the variables above are defined before in this thesis.
\[ \Delta_e = \text{Angle spread of the channel} \]
\[ \Delta_2 = \text{Angle spread of the second resolvable path} \]

Fig.(6.2) Multipath Propagation Model.
6.4 Analysis of the Linear Structure in Frequency Selective Fading Channel

After defining the channel model, the transmitted signal model, and the received signal model, now we can analyze the optimum coefficient vectors and the MMSE for the Adaptive Linear Combined Space-Time structure. In this section we will define the tap vector model and the coefficient vector for the linear structure by using the same idea of representing the codes used in chapter 3, which is called the rotated code vector. In this chapter we will change the rotated code vector, the tap vector, and the coefficient vector to include the frequency selective channel model described in this chapter.

First let us recall from chapter 3 that the signal received by the $l^{th}$ antenna element, $x_i(t)$, is passed through a chip matched filter and sampled at the chip rate, then at the $i^{th}$ symbol interval the contents of the FIR filter of the $l^{th}$ element will be represented by an $N$-dimensional vector assuming the number of the forward taps is equal to $N$ for the analysis.

\[ u_t^i = \sum_{k=1}^{K} \sqrt{P_k} b_k^i \sum_{m=1}^{M} h_{km}^i A_i(\theta_{km}) C_{km}^i + N_n^i \quad (6.12) \]

where the code vector $C_{km}^i$ in the $i^{th}$ sampling interval is,

\[
\begin{align*}
C_{km}^i &= \begin{cases} 
\frac{\varepsilon_{km}}{T_c} D_k(\rho_{km} + 1) + \left(1 - \frac{\varepsilon_{km}}{T_c}\right) D_k(\rho_{km}) & \text{if } b_k^{i-1} = b_k^i \\
\frac{\varepsilon_{km}}{T_c} B_k(\rho_{km} + 1) + \left(1 - \frac{\varepsilon_{km}}{T_c}\right) B_k(\rho_{km}) & \text{if } b_k^{i-1} = -b_k^i 
\end{cases}
\end{align*}
\quad (6.13)\]

\[ D_k(\rho_{km}) = \begin{bmatrix} a_k(N-\rho_{km}) & \ldots & a_k(0) \ a_k(1) \\ \ldots & a_k(N-1-\rho_{km}) \end{bmatrix}^T \quad (6.14) \]
and

\[ B_k(\rho_{km}) = \begin{bmatrix} -a_k(N-\rho_{km}) & \ldots & -a_k(N-1) & a_k(0) & a_k(1) \\ & \vdots & & a_k(N-1-\rho_{km}) \end{bmatrix}^T \]  \hspace{1cm} (6.15)

where \( t_{km} = \rho_{km}T_c + \varepsilon_{km} \), where \( \rho_{km} \) is an integer number, and \( 0 \leq \varepsilon_{km} < T_c \).

Let

\[ r_{km}^i = h_{km}^i S_k(iTb - t_{km}) = \sqrt{P_k} h_{km}^i b_k^i C_{km} \]  \hspace{1cm} (6.16)

be the vector the received signal from the \( k^{th} \) user over the \( m^{th} \) fading path. Then the received signal from the \( k^{th} \) user from all paths is the matrix \( X_k \) of dimension \((N \times M)\) where \( X_k \) is equal to,

\[ X_k = \begin{bmatrix} r_{k1} & r_{k2} & \ldots & r_{kM} \end{bmatrix} \]  \hspace{1cm} (6.17)

We dropped the superscript \( i \) from our equations, since it will not effect our analysis. Then the received signal from all users from all \( M \) paths is the matrix \( X \) of dimension \((N \times KM)\) where \( X \) is equal to

\[ X = \begin{bmatrix} X_1 & X_2 & \ldots & X_K \end{bmatrix}^T \]  \hspace{1cm} (6.18)

Let the steering vector of the of the \( k^{th} \) user for all \( M \) paths at the \( l^{th} \) element is equal to

\[ A_{lk} = \begin{bmatrix} A_l(\Theta_{k1}) & A_l(\Theta_{k2}) & \ldots & A_l(\Theta_{kM}) \end{bmatrix} \]  \hspace{1cm} (6.19)
where $A_{ik}$ is a M-dimensional vector. Let

$$A_i = \begin{bmatrix} A_{i1}^T & A_{i2}^T & \ldots & A_{ik}^T \end{bmatrix}^T$$

be a $KM$-dimensional vector containing the steering coefficients of all users for all paths, then the contents of the FIR filter of the $i^{th}$ antenna element in vector form is

$$u_i = A_i^T X + N_i$$

Let

$$w_i = \begin{bmatrix} w_{i,1}^T & w_{i,2}^T & \ldots & w_{i,N_i}^T \end{bmatrix}^T \quad l = 1, 2, \ldots, L$$

be a $N$-dimensional vector containing the weights for the FIR filter of the $i^{th}$ antenna element. Now we can define the contents of the all FIR filters and their tap weights in vector form. Let

$$W = \begin{bmatrix} w_1^T & w_2^T & \ldots & w_L^T \end{bmatrix}^T$$

where $W$ is a $LN$-dimensional vector containing the all FIR filters coefficients, and let

$$U = \begin{bmatrix} u_1^T & u_2^T & \ldots & u_L^T \end{bmatrix}^T$$

be a $LN$-dimensional vector containing the contents of the all FIR filters. Now after defining the vectors $W$ and $U$ we can calculate the optimum taps and the minimum mean square error (MMSE) of our structure.

The output of the linear structure is equal to
\[ y = W^H U \] (6.25)

The mean square error is

\[ MSE = 1 - W^H P - P^H W + W^H R W \] (6.26)

where \( R \) is the autocorrelation matrix of the input vector \( U \) and it is equal to,

\[ R = E(UU^H) \] (6.27)

and \( P \) is the cross-correlation vector between the input vector \( U \) and the desired output \( b^1 \), where \( b^1 \) denotes the data from the first user, then \( P \) is equal to,

\[ P = E(Ub^1) \] (6.28)

To find the optimum coefficients, \( W_{opt} \), from the Weiner-Hopf solution

\[ W_{opt} = R^{-1} P \] (6.29)

substitute \( W_{opt} \) in Eq.(6.29) into Eq.(6.26) to find the MMSE,

\[ MMSE = 1 - P^H W_{opt} = 1 - P^H R^{-1} P \] (6.30)

In order to find \( W_{opt} \) and the MMSE we need to calculate Eq.(6.27) and Eq.(6.28) which is shown below.
where, assuming the noise and data sequences are independent then,

\[
R_{u_1 u_1} = E(u_1^* u_1) = \sum_{k=1}^{K} \sum_{m=1}^{M} p_k \sum_{i} \left|h_{km}\right|^2 E(C_{km} C_{km}^T) + \sigma^2 I_{N \times N}
\]

(6.33)

and

\[
R_{u_1 u_2} = E(u_1^* u_2) = \sum_{k=1}^{K} \sum_{m=1}^{M} p_k \sum_{i} \left|h_{km}\right|^2 E(C_{km} C_{km}^T) A_i^* (\theta_{km}) A_i (\theta_{km})
\]

(6.34)

and \(P\) is equal to

\[
P = E\left[
\begin{bmatrix}
u_1 b_1 \\
u_2 b_1 \\
\vdots \\
u_L b_1
\end{bmatrix}
\right]
\]

(6.35)
where

\[
P = \begin{bmatrix}
E(u_1b^1) \\
E(u_2b^1) \\
E(u_Lb^1)
\end{bmatrix}
\]

and

\[
E(u_kb^1) = \sqrt{P_1} \sum_{m=1}^{M} h_{1m} A_1(\theta_{1m}) C_{1m}
\]

In the above analysis we found the MMSE and the optimum tap weights for the proposed structure in a multipath frequency selective fading channels as a function of \(R\) and \(P\), where \(R\) and \(P\) depend on the number of users, and the number of antenna elements. From these results we will see later the effect of the number of users, number of antenna elements, and the number of forward taps on the performance of the proposed structure.

6.5 Channel Model and System Parameters

In the following sections we will evaluate the proposed structure in a frequency selective fading channel. The numerical evaluation is based on the analysis in section 5.4 where we will see the effect of many parameters on the MMSE criteria. In the next subsections the channel model and the system parameters used in the evaluation will be described in detail. These results are also used to show the advantages of the proposed space-time structures compared to other adaptive multiuser structures. The simulation model used for the frequency selective fading channel which includes the AOA parameter is shown in Fig.(6.3).

6.5.1 Channel Model Parameters

In this section the channel parameters will be explained. These channel parameters will be used to evaluate the performance of the space-time structure.
Equation (6.6) shows the channel impulse response model for the frequency selective fading including angle of arrival. In the evaluation process we have chosen the number of the resolvable multipath components $M$ for each user to be equal to 3, and the total received average power for each mobile (user) is same for all mobiles. Only in near-far resistance measurements will this assumption will be changed to see the performance of the proposed structure in a near-far environment. Each path is modeled as a single planar wavefront with zero angle spread. The three paths are uniformly distributed within the first 6 chips of a bit period. So the delay spread of the channel will be $6T_c$, where $T_c$ is the chip period.

$h_{km}$ was chosen to be a complex Gaussian random variable. The in-phase and quadrature component of $h_{km}$ are then a Gaussian random variable with equal variance and zero mean. So the magnitude of $h_{km}$ will be a Rayleigh random variable. Also we assume that $\theta_{km}$ is a uniform random variable in the interval $[-\pi/2, +\pi/2]$. All 3 independent resolvable paths for each user have the same variance. This model is an extreme scenario of frequency selective fading channel where all the paths have the same variance. However, this channel model will help in evaluating the performance of the space-time structure in worst-case channel scenarios. The multipath components and delays of all interfering received signals are independent.
Fig.(6.3) Channel model used in the simulation.
6.5.2 System Parameters
For the evaluation of the performance of the space-time structures, we consider the following system setting unless otherwise mentioned.

1) We assume a base-station with uniform linear array of one to nine omni-directional antennas.
2) Antenna spacing equal to \( \lambda / 2 \).
3) We assume a DS-CDMA system where the data and the spreading codes are with BPSK modulation.
4) All users have the same data rate and the spreading gain PG is equal to 8; i.e. 8 chips per code. Longer spreading codes could be used, also the complexity of the structure depends on the length of the spreading codes.
5) The codes used are random spreading codes. Later in the next chapter we will compare different spreading codes.
6) The received \( E_b / N_o \) for each user is equal to 18dB. So we assume perfect power control, where \( N_o \) is the power spectral density of the additive noise.
7) The number of adaptive forward filter taps for each antenna is equal to the processing gain.
8) We average the MMSE over 300 runs. Where in each run we select different codes, delays, fading coefficients for each user.
9) One equalizer input sample per chip and the data symbols have a variance of unity.

6.6 The effect of the number of forward taps
Because we are applying the proposed structure in a frequency selective fading channel, then the structure needs to cancel cochannel interference, cancel ISI, and combine multipath components. In Fig.(6.4) we display the calculated MMSE averaged over 300 runs, as a function of the number of forward taps per element, and 4 antenna elements are used. This calculation is based on the analytical results derived in section 6.4. Fig.(6.4) displays the results for different number of users accessing the channel. From Fig.(6.4) it is clear that the MMSE is improved by increasing the number of forward taps up to roughly 14, i.e. the sum of the delay spread and the number of chips per symbol. This is reasonable because the length of the forward filter should be enough to collect the energy in all the 3 paths.
Fig. (6.4) The effect of number of forward taps on the MMSE

No. of users increases from 2 to 18 in steps of 2
However a lower number of forward taps can be used with good performance and reduced structure complexity. For example with number of forward taps equal to 4 (half the processing gain) the MMSE is less than -7.5dB for 6 users which is still a very good performance result compared to [64].

In the following results the number of forward taps is set to 8 unless otherwise mentioned. From Fig.(6.4) the degradation in performance between the 2 users case and the 18 users case is approximately 7dB with the number of forward taps equal to 14. This degradation can be further reduced by using more antenna elements as we will see in the next sections. Table 6.1 shows some particular results at different number of taps and different number of users to show the significant capacity increase of the space-time structures. Outage probability of the MMSE is calculated in section 6.11.

<table>
<thead>
<tr>
<th></th>
<th>4 taps</th>
<th>6 taps</th>
<th>8 taps</th>
<th>10 taps</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 users</td>
<td>-11 dB</td>
<td>-15 dB</td>
<td>-17.5 dB</td>
<td>-19 dB</td>
</tr>
<tr>
<td>4 users</td>
<td>-10 dB</td>
<td>-14 dB</td>
<td>-17 dB</td>
<td>-18 dB</td>
</tr>
<tr>
<td>6 users</td>
<td>-8 dB</td>
<td>-12.5 dB</td>
<td>-16.5 dB</td>
<td>-17.5 dB</td>
</tr>
<tr>
<td>8 users</td>
<td>6.5 dB</td>
<td>-12 dB</td>
<td>-16 dB</td>
<td>-16.5 dB</td>
</tr>
</tbody>
</table>

Table 6.1: Some selected values from Fig.(6.4).

6.7 The effect of the number of resolvable paths

To see the ability of the space-time structure to perform the job of a RAKE receiver we conducted the following test. In these results we set the number of interferers equal to 4 and the number of antenna elements equal to 4. From Fig.(6.5) it is clear that the space-time structure has the ability to collect the energy in the resolvable multipath component. Hence it performs the function of RAKE reception. This is because the adaptive forward filter is a tapped delay line with delay equal to the chip period, so any paths that are separated by more than a chip can be resolved by the filter and their energy can be collected. We conclude from these results that the space-time structure performs the function of multiuser detection and RAKE reception in one structure.

From Fig.(6.5) there is approximately 6dB improvement in the MMSE between the one and two resolvable path cases, and the improvement is approximately 9dB between the one and three resolvable path cases.
Fig.(6.5) The effect of number of resolvable paths on the MMSE.
6.8 The effect of the number of antenna elements

It was shown in [64] that the adaptive linear multiuser detector with a number of taps equal to the processing gain \((PG)\) has the ability to cancel up to \(K=PG-1\) interferers. By using an antenna array with \(L\) elements one can increase the capacity of the system by \(L\) fold without adding extra bandwidth.

The proposed adaptive space-time structure jointly adapts the spatial and temporal domains. By using \(L\) antenna elements, the number degrees of freedom of the adaptive multiuser detection is increased from \(PG\) to \(L*PG\).

Fig.(6.6) shows the effect of the number of antenna elements on the MMSE in frequency selective fading channel. Comparing these results with the results in chapter 3, we see that in frequency selective fading channels the number of degrees of freedom is reduced due to the multipath components since the forward filter length only spans one symbol. In Fig.(6.6) we set the number of forward taps equal to 14. From Fig.(6.6) we see that by adding more elements the structure is able to cancel more interference. If the number of interference is less than \(L*PG\) then interference effects can be essentially eliminated leaving the effects from noise only. Then by further doubling the number of elements we can reduce the MMSE by roughly 3dB. Also the space-time structure makes performance less sensitive to the number of interferers. If the number of users is greater than the degrees of freedom then doubling the number of elements decreases the MMSE by more than 7dB. For example, with two antenna elements and 16 users the MMSE is equal approximately -6dB, but for 4 antenna elements the MMSE is approximately -14.5dB with the same number of users which is a gain of 8.8dB.
Fig. (6.6) The effect of number of elements on the MMSE.
6.9 The effect of number of users.
In this experiment we compare the proposed space time structure with the non-array structures proposed in [64]. The comparison will be based on the MMSE criteria. In this experiment we will see how the proposed space-time receiver improves the capacity of the DS-CDMA system without adding extra bandwidth. Capacity here means the number of users with the same power that can access the CDMA wireless channel in a one cell system. So, here we assume only one cell system. Out-off cell interference will be considered in the next chapter. In this test we set the number of forward taps equal to 14 for all structures in comparison.
Fig.(6.7) compares the proposed space-time structure capacity with the structures proposed in [64]. A significant increase in the number of interfering signals which can be tolerated in frequency selective channel for the space-time receiver without the need for extra bandwidth is clear from the figure. For example with 4 elements we can let 16 users access the channel with MMSE approximately equal to -14.5dB, however with the structure in [64] with same spreading gain only 2 users can access the channel with MMSE equal to -13.5dB. For more antenna elements the structure outperforms the time-only receiver and become more robust against interference. For example with 9 elements we can let 16 users access the channel with MMSE less than -20dB, where for the structure in[64]we can’t get this performance even with one user, i.e. no interference at all. From this test we see the power of the space-time structure to accommodate more interference to enhance the capacity without adding extra bandwidth.

6.10 Near-Far resistance
As discussed earlier, one of the common problems for the conventional CDMA receiver is the near-far problem. One of the most desirable features of any CDMA receiver is to be near-far resistant, such that the performance of the receiver does not depend on the received powers of different users. In the following numerical results we evaluate the performance of the proposed structure in near-far environment.
Fig.(6.7) Capacity comparison.
Fig.(6.8) The effect of near-far problem.
Fig.(6.8) shows the MMSE of the linear adaptive combined space-time receiver as a function of the interference to desired signal ratio. In this figure we assume only 2 users in the systems (i.e. only one interference. We change the power of the interference and calculate the MMSE at each time. In the figure we plot the results for 4 antenna elements. The resistance of the proposed receiver to the near-far problem is clear from the figure and there is no need for strict power control, which will minimize the complexity of the receiver.

6.11 The Outage probability of the MMSE

As mentioned before the MMSE was calculated by averaging over 300 runs. In each run we randomly pick the spreading codes, delays, AOA, and the Rayleigh fading coefficients for each user. To get more insights on the behavior of the space-time receiver, one should look at the outage probability of the MMSE. Outage probability here means the number of runs the MMSE is below a certain level out of the total runs.

From Fig.(6.9) to Fig.(6.12) we compare the outage probability for the adaptive linear space-time receiver with 2, 4, and 8 elements with the outage probability of the structure proposed in [64] for different outage criteria (-6 dB, -10 dB, -14 dB, and -18 dB).

These figures were drawn for different number of users and different number of elements to see the performance of the space-time receiver compared to time only receiver.

In Fig.(6.9) we draw the outage probability of the MMSE below -6dB. Comparing the different structures it is clear that the more elements we add the lower outage we get. For example with 4 - elements the probability of an outage is almost zero up to 16 users.

Figures from (6.13) to (6.15) compare the cumulative distribution functions (CDF) of the MMSE for the space time detector with 2, 4, and 8 elements and the time only receiver. It it very clear from the figures that the CDF for the space-time structure is less sensitive to number of users than the time only detector and it becomes less sensitive by adding more elements.

6.12 Conclusion

Chapter 6 is devoted to study the performance of the linear space-time receiver in frequency selective fading channels, where multipath and fading can degrade the performance of any system. The analysis of the optimum tap weights and the MMSE of the linear space-time structure in frequency selective fading channels are given in chapter 6. Analytical results are also presented in
this chapter. From the results we found that the linear space-time receiver is not only capable of canceling MAI and ISI but also has the ability to collect the energy of the different multipath components. We found that these structures combine the function of multiuser detection, antenna arrays, ISI equalizer, and RAKE reception in one single structure. Also from the comparison study between the linear MMSE multiuser receiver (temporal only) and the linear space-time receiver we conclude that the space-time receiver has the ability to improve the performance of the CDMA system significantly.
Fig.(6.9) Outage probability on the MMSE $P(MMSE > -6 \text{ dB})$.

Note: No outage occurs for $E_l = 2$ below 6 users.
No outage occurs for $E_l = 4$ below 16 users.
No outage occurs for $E_l = 8$ at all.
Fig. (6.10) Outage probability on the MMSE $P(\text{MMSE} > -10 \text{ dB})$. 

Note: No outage occurs for $E_l=8$ below 14 users.
Fig. (6.11) Outage probability on the MMSE $P(\text{MMSE} > -14 \text{ dB})$. 
Fig. (6.12) Outage probability on the MMSE $P(\text{MMSE} > -18 \text{ dB})$. 

$El = \text{Number of elements}$

Proportionality of $P(\text{MMSE} > -18 \text{ dB})$ with the number of users for different values of $El$. The graph shows how the outage probability increases as the number of users increases, with distinct lines for $El=1$, $El=2$, $El=4$, and $El=8$. The $y$-axis represents the probability on a log scale, and the $x$-axis represents the number of users.
Fig.(6.13) Cumulative distribution function of the MMSE with 2 users.
Fig.(6.14) Cumulative distribution function of the MMSE with 4 users.
Fig.(6.15) Cumulative distribution function of the MMSE with 14 users.
Chapter 7

Practical Issues Related to the Space-Time Structures in Cellular CDMA Systems

7.1 Introduction

In this thesis we propose several space-time structures for DS-CDMA systems. In previous chapters we demonstrate their advantages compared to other structures. From these results we see that these structures have the ability to combine multipath components, cancel multiuser interference, and cancel intersymbol interference. We found that these space-time receivers provide a significant improvement of the performance of the CDMA system compared to other structures.

In this chapter we consider some practical issues. The linear adaptive space-time receiver will be tested in this chapter to give some insights into the potential advantages of the space-time structure in cellular CDMA systems.

In this chapter we run many simulations. The adaptive algorithm technique used in these simulation is the normalized LMS for its simplicity. But before we present these simulations we study the transient behavior of the linear space-time structure.

In section 7.2 the transient behavior of the linear space-time receiver will be analyzed and discussed. The effect of time varying user population and packet transmission will be discussed and
simulated in section 7.3. In section 7.4 we consider the effect of the spreading codes. Out-of cell interference is considered in section 7.5. Section 7.6 studies the capacity improvement offered by the linear space-time receiver including the effect of shadowing and distance related attenuation BER results is discussed in section 7.7. Finally the conclusion is in section 7.8.

7.2 Transient behavior

Many adaptive algorithm techniques are well established and their properties are well known in the literature, [28]. Our concern in this thesis is not on the adaptive technique itself but on the performance of the linear space-time detector in cellular systems and the study of some related aspects that reveal the advantages of the receiver. So the normalized least mean square algorithm will be adopted in this thesis for its simplicity. However, finding the best suitable adaptation algorithm that fits the linear space-time structure is an interesting area of research and it is outside the scope of this thesis. Before simulating the linear space-time detector using the NLMS algorithm we will study first its transient behavior using the LMS algorithm.

In [65], Miller studies the transient behavior of the adaptive MMSE receiver for DS-CDMA systems. Miller examines the length of the training period as a function of the number of interfering users and the effect of the near-far problem. Results in [65] show that as the number of users is increased, the eigen-value spread of the autocorrelation matrix is increased, thus requiring longer training period. Also results in [65] state that as the strength of the interfering users increases, the length of the training period is also significantly increased.

In this section we will study the transient behavior of the linear space-time receiver. Also a comparison study between the adaptive MMSE time only receiver and the adaptive combined space-time receiver is carried in this section.

7.2.1 Transient behavior analysis of the MSE

The analytical presentation of the transient behavior of the MSE of the linear space-time structure proposed in this thesis is presented in this section. Using the analysis given in [28] and assuming the independence assumption used in [28], the MSE at time \( n \) is defined as
\[ J(n) = J_{ex}(n) + J_{min} \]  
(7.1)

where \( J_{ex} \) is the excess mean-squared error, and \( J_{min} \) is the MMSE value, where

\[ J_{ex}(n) = \sum_{i=1}^{NL} \lambda_i x_i(n) \]  
(7.2)

where \( \lambda_i, i = 1, 2, \ldots, NL \) is the eigen-value of the correlation matrix \( R \) defined in the previous chapter, and \( x_i(n), i = 1, 2, \ldots, NL \) are the diagonal elements of the matrix \( X(n) \), where \( x(n) \) is calculated using the iterative equation:

\[ x(n + 1) = BX(n) + \mu^2 J_{min} \lambda_i \]  
(7.3)

where \( B \) is an \( NL \)-by-\( NL \) matrix with elements

\[
  b_{ij} = \begin{cases} 
  (1 - \mu \lambda_i)^2 & i = j \\
  \mu^2 \lambda_i \lambda_j & i \neq j 
  \end{cases}
\]  
(7.4)

and \( \mu \) is the step size of the adaptation algorithm. An initial setting corresponding to all tap coefficients at zero is needed for the vector \( X(n) \) to calculate \( J_{ex} \). This was found to be equal to

\[ x(0) = V^H W_{opt} W_{opt}^H V \]  
(7.5)

where \( V \) is the matrix of eigen-vectors and \( W_{opt} \) is the optimum tap weights which are given in chapter 6. The MSE at time \( n \) could now be calculated using the above equations to observe analytically its behavior in frequency selective fading channels.

### 7.2.2 Analytical results

In this section we calculate the MSE using the equations derived in the previous section as a function of the number of users and number of antenna elements. The impulse response of the channel is same as in chapter 6 and it is assumed to have three independent paths, and all the paths are assumed to be Rayleigh distributed with the same variance. The path delays are distributed uni-
formly within the first six chips of a bit interval; i.e. the delay spread is equal to six chip periods. The DS-CDMA signal used in the analysis has a processing gain (PG) equal to eight, and uses BPSK modulation. We use random codes for spreading our data with eight chips in each code. The sampling frequency of the received signal before the chip matched filter is equal to three times the chip rate, so there are three input samples per chip. The angle of arrival (AOA) is modeled as a random process uniformly distributed in the interval $[-\pi/2, \pi/2]$. $E_b/N_0$ is set to 18dB for all users unless otherwise mentioned, where $E_b = p_k T_b$ and $N_0$ is the PSD of the background thermal noise. We also assume plane wave propagation, and the separation distance between antenna elements is set to $\lambda/2$. In these results 300 runs are used to get the average MSE over all the random parameters: noise, data, AOA, spreading codes, and channel impulse responses (fading and multipath).

In Fig-(7.1) we compare the MSE curves for the adaptive linear space-time receiver with the adaptive linear time only receiver. We set the step-size equal to 0.0007, number of forward taps equal to 8, and the number of elements for the space-time receiver equal to 4. From Fig-(7.1) we see that the space time receiver converges faster than the time only receiver, for example with a four element space-time receiver the MSE reaches -10 dB level after 55 training bits while the time only receiver reaches the same level after 230 training bits, as a result it will require a shorter training period. Moreover, with more users the space-time structure becomes even faster than the time only structure. The convergence time is less sensitive to the number of users and the steady state MSE is much lower for the space-time structure than for the time only structure. The most likely explanation of the results is that the space-time structure reduces the correlation among codes by exploiting their spatial characteristic (their angle of arrival). So even though the space-time receiver has more coefficients to adapt, its training period is much less than that of the time only receiver.

In Fig-(7.1) we compare both structures with the same step-size. But because the maximum stable step-size should be inversely proportional to the number of the adapted parameters [28], we repeat the analysis in Fig-(7.2) with different step-sizes to see the effect on the MSE transient curve. Fig-(7.2) shows the transient curve for the adaptive time only receiver with two different step-sizes, (0.0007, 0.0028), and compares these two curves with the adaptive space-time receiver with step-
Fig-(7.1) Transient behavior curves of the space-time and time only receivers.
Fig-(7.2) Effect of the step-size on the training curve.
Fig-(7.3) Comparing the space-time receiver with the time only receiver with different processing gain.
size equal to 0.0007. We assume that there are 4 users in the system and a space-time receiver with 4 antenna elements. From Fig-(7.2) we see that even with the smaller step-size the adaptive space-time receiver still converges faster. For example with four elements space-time receiver the MSE reaches -8 dB level after 50 iterations while the time only receiver with smaller step size reaches the same level after 600 iterations.

In the final result we compare both structures with different chip rates. The reason for this is to keep the total number of taps for both structures the same, so both structure will have the same number of multiplications per bit. In the following results we assume that the space-time receiver has processing gain equal to eight and has 4 antenna elements. The time only structure has processing gain equal to 32, where both structures have the same bit rate and step size is set to 0.0007. We plot the curves for 1 and 4 users case. Fig-(7.3) shows that the space-time structure has better convergence time and less steady state MSE with less bandwidth required.

7.2.3 The adaptive NLMS algorithm

Many adaptive algorithm techniques are well established and their properties are well known in the literature. Our concern in this thesis is not on the adaptive technique itself but on the performance of the structure in a time varying user population. So the normalized least mean square algorithm, NLMS, will be adopted in this work for its simplicity. However, finding the best adaptive algorithm which fits the adaptive combined space-time detector is outside the scope of this thesis.

The NLMS adaptive algorithm is as follows [28],

\[ e(n) = b(n) - \hat{W}(n)^H U(n) \]

\[ \hat{W}(n + 1) = \hat{W}(n) + \frac{\mu}{\alpha + \| U(n) \|^2} U(n)e^*(n) , \]

where in the above equations, \( \alpha \) is a positive constant, \( \mu \) is adaptation constant where \( 0 < \mu < 2 \), \( e(n) \) is the error signal, and \( n \) is the iteration number.
7.2.4 Remarks on the transient behavior

In this section we conducted some experiments to see the transient behavior of the linear space-time structure and compared it with the time only receiver. From the results we conclude that the adaptive space-time structure improves the performance and reduces the training period length of the CDMA system compared to the time only receiver. Also the results show that with much less bandwidth the space-time receiver still has better convergence and steady state MSE than the time only receiver. The most likely explanation to these results is because the space-time structure has more degrees of freedom than that of the time only structure and it reduces the correlations among the spreading codes by exploiting not only the temporal characteristics but also their spatial characteristics too. In conclusion, even though the space-time receiver has more coefficients to adapt, its training period is much less than that of the time only receiver. These results make the proposed adaptive space-time structure more attractive for CDMA systems.

7.3 Effect of time varying user population and packet transmission

MMSE multiuser detection (time only) is one of the multiuser techniques proposed in the literature [64], [114]. One of the important features of the MMSE detector is that it can be implemented using a fractionally spaced equalizer [64], [2] and can be adapted using any of the popular adaptive algorithms [28]. In [64] and [2] it is shown that the adaptive MMSE detector is near-far resistance and has higher capacity than the conventional receiver. Although the adaptive MMSE detector has many interesting properties it has some problems.

One of problems of the adaptive MMSE multiuser detector is the effect of time varying user population (effect of sudden death and birth). In cellular systems carrying voice, packet data, multimedia etc., users start transmitting and terminate their transmission at different times, as shown in Fig-(7.4). Also in packet transmission users start and terminate their transmission many times during one session. Packet transmission in cellular systems cause transient problems for the adaptive MMSE detector due to the arrival and departure of interferers’ packets; an adaptive MMSE receiver needs to readapt each time a new interfering packet arrive.

In [2], Abdulrahman et al. found that the sudden birth of interference can degrade the MSE by
more than 10 dB. The BER will be high at that time, and the detector may have to be retrained. But the detector performance doesn't degrade due to sudden death, instead [2] found the performance improve when interferer leaves. In [35], Honig proposed a rescue algorithm that detects the appearance of new interferers; if a new interferer is detected then the decision-directed mode is suspended and a blind algorithm, similar to the one proposed in [32], is used to readapt the filter coefficient.

In this section we study the effect of the sudden birth and death of interferers on the performance of the proposed linear adaptive space-time multiuser detector, for a frequency selective fading channel. The effect of packet transmission will be studied too.

7.3.1 Simulation Results

In this section we simulate the adaptive combined space-time detector in a frequency selective fading channel to study the effect of sudden death and birth. The NLMS algorithm with $\alpha = 1$ and $\mu = 0.25$ to update the filter coefficients. The impulse response of the channel is assumed to have three independent resolvable paths, and the gain of all resolvable paths are assumed to be Rayleigh distributed random variables with the same variance. The path delays are independent and distributed uniformly within the first six chips of a bit interval. So, the delay spread of the channel is equal to six chip periods.

The DS-CDMA signal used in the simulation has a processing gain (PG) equal to eight, and uses BPSK modulation. Random codes with eight chips are used to spread the data. The sampling rate of the received signal before the chip matched filter is equal three times the chip rate, so there are three samples per chip. The AOA of each resolvable path is modeled as a random process uniformly distributed in the interval $[-\pi, \pi]$. $E_b/N_o = 18 dB$ for all users. We assume plane wave propagation and the distance between elements, $d$, is set to $\lambda/2$. In these results the $mse$ is averaged over 100 runs.

Fig-(7.5) shows the effect of the sudden birth of interferers on the MSE. In Fig-(7.5) we assume that the system starts with six users and a new user is added every 300 bits until the total number of users reaches ten users. Fig-(7.5) is drawn for systems with one and four antenna elements. Three conclusions are drawn from this figure. The first conclusion is that the steady state response
after each new user of the adaptive linear MMSE detector is degraded severely, while for the adaptive space-time detector this degradation is very small and it can be reduced by adding more elements. So with the space-time detector the steady state MSE is less sensitive to number of users. The second conclusion is that it is not critical for the adaptive space-time detector to be retrained after each new user, and this is because the MSE does not rise above below -10 dB, which is still a very low value. The final conclusion is that the space-time detector converge faster than the adaptive linear MMSE detector which reduces the overhead bits required to train the filter coefficients. From Fig-(7.5) it is clear that the MSE reacts faster to lower values after each new interferer. For example with four antenna elements the MSE reaches -10 dB, which is a very good threshold to start the decision directed mode, with a training sequence four times shorter than the adaptive linear MMSE detector. Also note that with PG equal to 8 we can accommodate more than 10 users with very low MSE which is more than the processing gain. This results make this space-time detector suitable for high capacity wireless network with packet transmission.

Fig-(7.6) shows the effect of packet transmission. In Fig-(7.6) we assume that the system starts with three users. These three users are assumed to transmit continuously. A new user is added to the system which is assumed to transmit two packet of length 200 bits at the iteration numbers 400 and 1200, remaining silent at other times. From Fig-(7.6) we see that the space-time detector does not deteriorate at the second packet like the adaptive linear MMSE detector. From this figure it is clear that the space time structure better retains some memory of departed interferers, probably as a result of a larger number of degree of freedom than the linear MMSE detector. Also from Fig-(7.6) we see that sudden death does not affect the MSE, but it may enhance the performance for systems with fewer degrees of freedom.

From Fig-(7.6) we conclude that what we have to care about is the first packet of any new interferer. So we consider a RAMP POWER ACCESS technique to further reduce the effect of the sudden birth of interferers. This technique increases the over head bits required in each packet, but with the space time detector the RAMP POWER ACCESS technique will be used only in the first packet of each user, or after long periods of inactivity.

Fig-(7.7) compares the RAMP POWER ACCESS technique with the full power access for Four antenna elements. In the RAMP POWER ACCESS technique the interferers increase their power
linearly over 200 bits until they get full power. From Fig-(7.7) the RAMP POWER ACCESS technique reduces the degradation in the MSE due to new interferer by around 5 dB sometimes by more than 7 dB. From this result, by using the RAMP POWER ACCESS technique we make sure that the MSE does not jump above the -16 dB level.

### 7.3.2 Remarks on sudden birth and death

Adaptive MMSE time only multiuser detectors proposed in [2] and [64] have large capacity and performance compared to the conventional receiver. Their complexity except for the complex multiplications and the adaptive algorithm is similar to the conventional receiver. Sudden births degrade the performance of the adaptive MMSE detector, the BER will be high at that time, and we may need to retrain the filter coefficients again. In this section we studied the effect of time varying user population and packet transmission (sudden birth and death) on the performance of the combined space-time multiuser detector proposed in this thesis. From the results we made three important points. The first point is that the combined space-time structure alleviates the effect of sudden birth and there is no need to retrain the detector because the detected symbols are still reliable and the MSE is still low. The second point, at start-up or after a new interferer arrives the filter coefficients converge faster than that of the adaptive MMSE detector, thus reducing the required training period. Finally, the space-time structure has some memory of the packets of departed interferers, so new packets of the same interferers will cause less harm to the performance. Also we use the RAMP POWER ACCESS techniques with the space-time structure to further reduce the effect of the appearance of the first packet of the new interferers. As a result, this detector is an attractive solution for high capacity wireless systems with packet transmission.
Fig-(7.4) Packet transmission in cellular systems.
Eb/No=18dB
Number of taps=8
The system starts with six users, a new user is added to the system every 300 bits until total number of users reaches 10.

Fig-(7.5) Effect of sudden birth of interference.
Eb/No=18dB
The system starts with 3 users transmit continuously
New user is added which is assumed to transmit two
packets of length 200 bits at iteration numbers 400 and 1200.

Fig-(7.6) Effect of packet transmission.
The system start with six users, new user is added to the system every 300 bits until total number of users reach 10.

Fig-(7.7) Ramp power access technique vs. full power access for the linear space-time receiver.
7.4 Effect of spreading codes on the performance

In all our previous results we have assumed that random codes were used for spreading the data sequence of the CDMA users. We don’t claim that random codes are the best suitable codes for the space-time receivers proposed in this thesis. However random codes give us many codes that we can support more users than the processing gain. Previous results show that space-time structures can support many more users than the processing gain.

Finding the best spreading code sequence for the space-time structures is an interesting area of research, but it is out of the scope of this thesis. However in this section we show some simulation results to see the effect of the spreading code set on the performance of the linear space-time receiver. Random codes and Hadamard code are selected for the comparison. The effect of using the same spreading code will be discussed in the next section. The following simulations are conducted in frequency selective fading channel described in chapter 6.

Fig-(7.8) shows a comparison between the performance of the linear MMSE receiver (time only) with random and Hadamard codes. It is found that Hadamard codes gives somewhat better results on the average than random codes, which shows the effect of spreading codes selection of the performance of the linear MMSE multiuser detection receiver (time only). This result is in consistent with the results in [2].

Fig-(7.9) shows that with the space time receiver there is no difference in performance between the different code sets. This is because the space-time structure does not depend on the correlation between codes only to separate the interference, but on differences among their spatial signatures too. So this important feature of the space-time receiver can reduce the complexity associated with spreading codes planning and assignment.

From Fig-(7.9) we see that there is no difference in the performance of the space time receiver with random codes or Hadamard codes. To look more closely at these results we plot the outage probability of the MSE for the space-time structure with Hadamard and random codes. Fig-(7.10) shows the outage probability of the linear space-time structure with Hadamard and random codes. The results show no difference in outage between the Hadamard and the random codes.
Fig-(7.8) Effect of the spreading codes on the performance of the linear MMSE receiver (time only receiver).
Fig-(7.9) Effect of the spreading codes on the performance of the linear space-time receiver.
Fig-(7.10) Effect of spreading code selection on the outage probability of the linear space-time receiver.
7.5 Out-of-cell interference

Until this point, we have assumed that all interference came from the same cell as the desired user. Since we consider the space-time structure for cellular CDMA systems, it is necessary to look at the effect of out of cell interference (inter-cell interference) and the interference from the same cell (intra-cell interference) on the performance.

There are two types of out of cell interference. The first one is interference from spreading codes different from the desired user code, and the second type is interference with the same spreading code as the desired user. The first type of interference has a similar effect as the interference from the same cell as the desired user, but with less power due to distance separation. This type of interference was considered in previous chapters of this thesis.

The second type of interference, which is the subject of this section is the inter-cell interference with the same code as the desired user. One of the important feature of the CDMA system is that the same frequency bandwidth could be reused in the adjacent cells. So if we consider hexagonal cells, then there could be up to six adjacent-cell interferers with the same code as the desired user.

In [2], Abdulrahman studied the effect of the time only structure with decision feedback filter. He found that one interferer with same code as the desired user could degrade the performance severely, specially if it is located on the cell boundary. Abdulrahman did not study the case where more than one interference with the same code as the desired user, but it is clear that it will be worst. He concluded from his study that neighboring cells should not assigned the same spreading codes over the same carrier frequency. The same spreading codes could be assigned over the same carrier frequency in cells that are further apart. He also came with a plan for the spreading bandwidth and spreading code assignments of neighboring cells.

In Fig-(7.11) to Fig-(7.20) we examine the effect of out-of-cell interference having the same spreading code as the desired user within the cell of interest on the performance of the linear space-time receiver. In the following simulations the out-of-cell interferer will be considered as the interferer who has the same code as the desired user.

In Fig-(7.11) and Fig-(7.13) we assume that there are 4 users in the system. Two cases are considered, in the first case we assume all users have different spreading codes and in the second case we assume that the fourth user has the same spreading code as the desired user, this fourth user is
considered as interferer from the adjacent-cell. In these simulations we assume that the impulse response of the channel is same as in chapter 6 and it is assumed to have three independent paths, and all the paths are assumed to be Rayleigh distributed with the same variance. The path delays are distributed uniformly within the first six chips of a bit interval; i.e. the delay spread is equal to six chip periods. The DS-CDMA signal used in the analysis has a processing gain(PG) equal to eight, and uses BPSK modulation. We use random codes for spreading our data with eight chips in each code. The sampling frequency of the received signal before the chip matched filter is equal three times the chip rate, so there are three input samples per chip. The angle of arrival (AOA) is modeled as a random process uniformly distributed in the interval \([-\pi/2, \pi/2]\). \(E_b/N_0\) is set to 18dB for all users unless otherwise mentioned, where \(E_b = p_kT_b\) and \(N_0\) is the PSD of the background thermal noise.

In Fig-(7.11) we assume only one element antenna and we see that there is about 2dB degradation in the MSE when the out-of-cell interference has the same code as the desired user. The interferer with the same spreading code differs from the desired signal in that it arrives with a different, random, delays and through different, random, multipath. However in Fig-(7.13) with four antenna elements we get the same result in the two cases and there is no degradation in the MSE. We repeat the same experiment in Fig-(7.15) and Fig-(7.17) with different number of taps for the FIR filter to see the effect of number of taps on the mse. From these results we draw the same conclusion, but with 14 taps FIR filters we see better MSE results.

In [2] it was found that the capacity of the DF-MMSE receiver is about 4 with processing gain equal to 8. In Figures numbered Fig-(7.12), Fig-(7.14), Fig-(7.16), and Fig-(7.18) we assume there are four users in the cell of interest and the fifth user is in the neighboring cell. Also we assume that all users have the same received power.

In Fig-(7.12) and Fig-(7.14) we assume that there are 5 users in the system with the 5th user having the same spreading code as the desired user. In Fig-(7.12) we assume one antenna element, and from the results we see that there is about 6dB degradation in the mse due to the 5th user. That is why [2] conclude that neighboring cell should not assign the same spreading codes over the same frequency band and the same spreading code should be assigned only to cells that are further apart. However with the linear space-time structure we can reduce the effect of out-of-cell inter-
ference. From Fig-(7.14) the degradation due to the 5th user is about 1 dB, which suggest that neighboring cells can be assigned the same spreading codes.

We repeat the same previous simulation with different number of the FIR filter taps. In Fig-(7.16) and Fig-(7.18) we assume that the number of forward FIR filter taps equal to 14. We came to the same conclusion as the previous results but with the 14 taps FIR filters. We see better MSE results compared to 8 taps FIR filter. Also comparing Fig-(7.14) and Fig-(7.16) we see that with the 14 taps FIR filters we reduce the effect of the 5th user with the same spreading code as the desired user. In Fig-(7.14) the degradation is around 1 dB, however in Fig-(7.18) with 14 taps the degradation is around 0.5 dB.

In Fig-(7.19) and Fig-(7.20) we conduct another experiment to see the effect of out of cell interference with the same spreading code as the desired user but with different power.

In this experiment we assume that there are 4 users in the desired user cell and the 5th user is in the neighbor cell. The 5th user which is in another cell is assumed to start transmission with -20dB less received power than the desired user. Then this interference start increasing its amplitude by 0.1 every 500 bits, simulating the effect of the 5th user moving towards the cell boundary of the desired user.

From Fig-(7.19) and with one element antenna we see that the MSE degrades as the 5th user gets closer to the cell boundary of the desired user until it reaches an unacceptable level. From this result it is clear that with one antenna element we can not assign the same spreading code set to the neighboring cells, but only to cells that are far apart. But with the four antenna elements we see that the linear space-time receiver can handle this kind of interference and make it possible for the system designer to assign the same code to neighboring cells, which will reduce the complexity associated with code planning and assignment. In Fig-(7.20) we repeat the same experiment with different numbers of taps and we also reach the same conclusion. However the MSE is better with the 14 taps structure.

In this section we studied the effect of out off cell interference with same spreading code as the desired user on the performance of the linear adaptive space-time receiver proposed in the thesis. Results show that the linear space-time receiver could perfectly handle several interference having the same code as the desired user, and eliminate the need for spreading bandwidth and spreading.
Fig-(7.11) Effect of out-of-cell interference with same spreading code as the desired user on the linear MMSE receiver (time only receiver).
Number of taps = 8
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\( \text{Eb/No}=18 \text{dB} \)

4 users with different spreading codes
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Fig-(7.12) Effect of out-of-cell interference with same spreading code as the desired user on the linear MMSE receiver (time only receiver).
Fig-(7.13) Effect of out-of-cell interference with same spreading code as the desired user on the linear space-time receiver.
Fig-(7.14) Effect of out-of-cell interference with same spreading code as the desired user on the linear space-time receiver.
Fig-(7.15) Effect of out-of-cell interference with same spreading code as the desired user on the linear MMSE receiver (time only receiver).
Fig-(7.16) Effect of out-of-cell interference with same spreading code as the desired user on the linear MMSE receiver (time only receiver).
Fig-(7.17) Effect of out-of-cell interference with same spreading code as the desired user on the linear space-time receiver.
Fig-(7.18) Effect of out-of-cell interference with same spreading code as the desired user on the linear space-time receiver.
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Fig-(7.19) Effect of out-of-cell interference with same spreading code as the desired user and different power.
Desired and 5th user have the same spreading code
5th user start with received power of -20 dB below all users
Amplitude of the 5th user increases by 0.1 every 500 bits

Fig-(7.20) Effect of out-of-cell interference with same spreading code as the desired user and different power.
codes planning. Results also suggest the possibility of using the same code within the same cell. Such a feature is important in systems used the same spreading codes within the same cell. In the IEEE 802.11 standard the Barker code with 11 chips is used for spreading the data sequence in wireless LAN. All users use the same code but with different shifts, because the Barker code has very good auto-correlation property. However in frequency selective fading channels, delay spread can cause many users to have the same code shift, in this situation the performance will deteriorate. So we suggest the application of the space-time receivers in the IEEE 802.11 standard.

7.6 Effect of Shadowing on the outage probability

In a wireless channel the received signal strength depends on two effects: 1) small scale fading and 2) large scale path loss. In small scale fading the received signal strength will fluctuate with small spatial changes of the transmitter, receiver, or scattering objects around the receiving antenna. This type of fading is discussed in chapter 6.

The large scale path loss depends on two effects: 1) the distance between the receiving and transmitting antennas, which is called path loss, and 2) the spatial distribution of objects around the receiving antenna which will block line-of-sight or shadowing.

Path loss is a function of the distance between the transmitting and receiving antennas, which is defined as the ratio between the received and the transmitted powers [86]. However, due to the spatial distribution of objects around the mobile, the average received power at two different locations having the same distance from the transmitting antenna may change widely. This effect is called shadowing. Measurements have shown that the path loss a particular location is random and distributed log-normally [86]. The power received at distance \( d \) from the transmitting antenna is

\[
\bar{P}(d) = \bar{P}(d_0)\Sigma\left(\frac{d_0}{d}\right)^n
\]  \( (7.8) \)

where \( \bar{P}(d_0) \) is the benchmark received power at distance \( d_0 \), \( n \) is the propagation exponent, and \( \Sigma \) is a log-normal gaussian variable; i.e. its logarithm has a gaussian density.
\[ y = 10 \log(x) \]
\[ p(y) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{y^2}{2\sigma^2} \right) \]  

with zero mean and variance \( \sigma^2 \) is in dB. A typical value of \( \sigma \) is 8 dB.

In the following simulations we will carry a comparison study between the linear space-time receiver and the temporal only receiver to see the capacity improvement supported by the linear space-time structure relative to the time only structure. In this study we include the effects of shadowing and distance related attenuation.

In this study we assume 3 groups of users and they are assigned letters A, B, and C respectively. All users in group A are assumed to be in the same cell as the desired user and all have the same average received power. Group B users are out-of-cell interference and have average received power of 20 dB below the desired user. Group C users are also out-of-cell interference with 40 dB average received power below the desired user.

The comparison study is conducted in three scenarios. In the first scenario we assume 2 users in group A, 2 users in group B, and 2 users in group C, for a total of six users in the system. In the second scenario we assume 4 users in group A, 4 users in group B, and 4 users in group C, for a total of 12 users in the system. This makes the system in the second scenario have double the capacity of the system in the first scenario. In the third scenario we assume that 8 users in group A, 8 users in group B, and 8 users in group C, for total of 24 users in the system. This makes that system in the third scenario have four times the capacity of the system in the first scenario. All these scenarios include the effect of shadowing with \( \sigma = 8dB \) and frequency selective fading.

In Fig-(7.21) we compare the linear space-time structure with the time only structure in scenario number one. In this results we assume that the number of forward taps=8, step size equal to 0.2, and number of elements=4. From Fig-(7.21) we see that the linear space-time structure has more than 6dB gain in MSE compared to time only structure. To see how much capacity improvement that can the linear space-time receiver offer compared to the time only receiver we conduct the same simulation in scenarios number 2 and 3.

In Fig-(7.22) we simulate the linear space-time receiver in scenarios number 1, 2, and 3. We assume that the linear space-time receiver has 4 elements. Comparing scenarios number 1 and 2
we see that by doubling the number of users the structure still has the same steady state MSE, but it requires longer time to adapt. Also comparing the linear space-time structure in scenario number 3 with the time only structure in scenario number one, we see that even with four times the capacity of the time only structure the linear space-time receiver still maintains better MSE level, about 4 dB better. From this comparison we conclude that the linear space-time structure with 4 elements has more than four times the capacity of the time only receiver.

In Fig-(7.23) and Fig-(7.24) we study the outage probability of the MSE. Fig-(7.23) shows the outage probability of the MSE below -6 dB and Fig-(7.24) shows the outage probability of the MSE below -12 dB. Both results confirm that the linear space-time receiver offer 4 times the capacity of the time only receiver.

In the previous results we assumed that the out-off-cell interference is a structured interference, i.e. each interference has its own spreading code. In [23], the authors assumed that the out-off-cell interference is a Gaussian random variable. They found that for a log-normal shadowing with standard deviation of 8 dB and propagation exponent of 4 the out-off-cell interference can be modeled as a Gaussian random variable with mean less than or equal to 0.247N_s and variance less than or equal to 0.078N_s, where N_s is the number of users per sector.

In the following results we use the same interference model as in [23]. In Fig-(7.25) and Fig-(7.26) we compare the capacity of the linear space-time receiver with the time only receiver where out-off-cell interference is modeled as Gaussian random variable with mean=0.247N_c and variance=0.078N_c, where N_c is the number of users per cell. These results also confirm that the linear space-time receiver with four antenna elements offers more than four times the capacity of the time only receiver. This conclusion is in complete consistency with the previous results.

7.7 Bit error rate results

MMSE criteria was used in evaluating the performance of the space-time structures proposed in this thesis in all previous results. MMSE is easy to calculate and it is less time consuming to simulate. Even though there is no linear relationship between the MMSE and the BER, MMSE gives us the ability to understand and characterize the space-time structures proposed in this thesis. Since \((MMSE)_{dB} = (-SNR)_{dB}\) at the output of the receiver, where \(SNR = Eb/No\), then low MMSE
Fig-(7.21) Effect of shadowing and distance related attenuation on the MSE.
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Fig-(7.22) Effect of shadowing and distance related attenuation on the linear space-time receiver.
Fig.-7.23 Outage probability of the mse in shadowing environment.
Fig-(7.24) Outage probability of the MSE in shadowing environment
Fig-(7.25) Capacity comparison, out-off-cell interference is modeled as gaussian random variable \( \text{Normal}(0.247N_s, 0.078N_s) \).
The outage probability of the MSE where out-of-cell interference is modeled as a Gaussian random variable Normal$(0.247\text{Ns}, 0.078\text{Ns})$. The figure shows the effect of varying the number of users per cell ($N_c$) on the outage probability.
values means low BER. Eb/No between 3 to 6 dB is considered a good performance for DS-CDMA, [2].

To find the derived BER formula for the MMSE receiver is a very difficult task. Previous efforts to derive an exact error probability formula for the MMSE receiver is turned out to be a very complicated procedure [2].

Due to the non availability of closed analytical formula for the probability of error in CDMA systems with interference the BER rates performance is usually obtained by assuming that the interference is gaussian. A simple method was proposed in [31]. This method is based on the gaussian model for interference to calculate the bit error rate.

\[
P_e = Q\left(\frac{1}{\sqrt{\text{MMSE}}}\right)
\]  \hspace{1cm} (7.10)

In Fig-(7.27) we calculate the BER using the above formula. The BER is calculated by averaging \( P_e \) over 500 runs. This results is conducted in frequency selective fading channel discussed in chapter 6. In each run we randomly pick the spreading codes, delays, AOA, Rayleigh fading coefficients, and the channel impulse response for each user. In the following results we assumed that \( E_b/No=18dB \), number of forward taps is set to 14.

In Fig-(7.27) we draw the BER curve as a function of number of users. Up to 16 users are assumed in the system, this gives us the ability to accommodate more users that than processing gain which is assumed to be equal to 8. From Fig-(7.27) we see that with one antenna element we can accommodate less than 4 users with BER<10^{-3}, however with the space-time receiver we can accommodate 8 users with 2 elements and 16 users with 4 elements. From this results it is clear that the space-time structure offered a significant improvement in the DS-CDMA system capacity by adding more elements. Also with the space-time structure we can support systems requires good quality of service (QOS). For example with for elements and 6 users we can get BER<10^{-5} with processing gain equal 8.

In Fig-(7.28) to Fig-(7.31) we study the outage probability of the space-time structure and compare it with the outage probability of the linear MMSE multiuser receiver (time only receiver). The outage probability of X is defined as the number of runs such that the probability of BER less than X out of the 500 runs we conducted in this simulation. Fig-(7.28) to Fig-(7.31) shows the
Fig-(7.27) Bit error rate performance of the linear space-time receiver.
Fig-(7.28) Outage probability of $X=10^{-2}$. 

- Number of taps = 14
- $Eb/No$ = 18 dB

- One element:
- Two elements:

No outage occur for two elements structure and number of users $< 10$
No outage occur for number of elements = 4 for all cases
No outage occur for two elements structure and number of users<6
No outage occur for four elements structure and number of users<14

Fig-(7.29) Outage probability of X=10^{-3}.
No outage occur for four elements structure and number of users<12

Fig-(7.30) Outage probability of $X=10^{-4}$. 
Fig-(7.31) Outage probability of $X=10^{-5}$. 

No outage occurs for four elements structure and number of users < 6.
outage probability of \( X = 10^{-2}, 10^{-3}, 10^{-4}, \) and \( 10^{-5} \) respectively.

From Fig-(7.28) to Fig-(7.31) we see the superior performance of the linear space-time receiver compared to the linear MMSE receiver (time only receiver) in terms of BER. For example with \( P(\text{BER}<10^{-3}) \) in Fig-(7.29) we have an outage probability of 0.2 for one element receiver with 6 users, however with the space-time receiver we have \( 6 \times 10^{-3} \) outage with two elements and zero outage with 4 elements. Also notice that we have zero outage with 4 antenna elements up to 12 users in the system and the processing gain equal to 8. We conclude from the BER results that the space-time structure offers large improvement in the capacity and should be considered as a serious candidate for any DS-CDMA receiver design in the future.

### 7.8 Conclusion

In this chapter we discussed several issues that effect the application of the space-time structures in cellular systems. The linear adaptive space-time receiver was selected among the other space-time structures for the study for its simplicity and can be considered as a benchmark for all the space-time receivers developed in this thesis.

In section 7.2 we study the transient behavior of the linear space-time structures with the LMS algorithm. From the study we conclude that by using that space-time receiver we can reduce the effect of number of users and their powers on the training period.

In section 7.3 we discuss the effect of time varying user population and packet transmission. Results shows that with the linear space-time receiver we are not only able to reduce the effect of sudden death and birth of interference on the system but also we can eliminate the effect of sudden birth of packets of departed interference by retaining some memory of departed interference.

Effect of spreading codes is studied in section 7.4 and results shows that the space-time structure not only depends of the correlation properties among the codes but also on the spatial properties too. The study shows that there are no difference in performance between the random and the orthogonal code for the space-time receiver. This reduces the complexity associated with code planing and management.

Effect of out-of-cell interference is studies in section 7.5, the study shows that the space-time structure can handle interferer with the same code as the desired user and eliminate it. In section
7.6 we study the effect of shadowing and distance related attenuation in cellular system and show that system employ the linear space-time receiver can offer more that four times the capacity of the system employing the time only receiver.

BER results is given in section 7.7, we found that the BER results are in complete consistency with the MMSE results.

From this chapter we conclude that the space time receiver offer more than four times the capacity of the time only receiver and it is a very attractive structure for high data rate systems with packet transmission.
Chapter 8

Conclusion and future research

8.1 Conclusion
We have developed several spatial-temporal processing algorithms that can enhance and improve the performance of the CDMA systems. These algorithms showed that they have the ability to substantially improve the performance and capacity of the adaptive multiuser structures (temporal only) previously proposed in the literature.

Chapter 2 gave an overall review of multiuser detection in CDMA systems and adaptive antenna array with the description of some multiuser structures.

In chapter 3 we developed the linear adaptive space-time multiuser receiver. Analysis of the optimum tap weights and the MMSE in synchronous and asynchronous CDMA systems is also given in chapter 3. Closed form expressions for the auto-correlation matrix and the cross-correlation vector are given in this chapter. Numerical results of the MMSE in synchronous and asynchronous CDMA systems is calculated and a comparison study is carried out between the linear space-time structure and the linear time only structure. The results show the inherent potential advantage of the space-time receiver compared to the time only receiver.
The decision feedback space-time receiver is proposed in chapter 4. Analysis of the optimum tap weights and the MMSE in MAI and ISI CDMA channels is also given in this chapter. Comparison study between the linear and the decision feedback space-time and time only structures in MAI and ISI CDMA channels is also given in chapter 4. Analytical results based on the MMSE criteria showed that the decision feedback space-time structure has the ability to cancel MAI and ISI. Also we found that in very small angle spread channels the decision feedback structure outperforms the linear space-time structure. However in large angle spread there is no advantage of the decision feedback over the linear space-time structure; the linear space-time receiver will be preferable for its simplicity.

Another new structure is proposed in chapter 5, which is called the centralized decision feedback space-time structure. The analysis for the optimum tap weights and the MMSE in MAI and ISI channels for the centralized receiver is also given in chapter 5. Analytical results based on the MMSE for the centralized receiver is drawn in chapter 5. The results showed that the centralized receiver has the ability to cancel the MAI and the ISI. A comparison study in MAI and ISI CDMA channels for all the proposed structures are done in chapter 5. It is found that the centralized structure outperforms the linear and the decision feedback structure, but extra complexity is needed for the centralized filters which makes the centralized structure complexity grow linearly with number of users. Because of its centralized nature, it can only be applied at the base station where the symbols of all users are available.

In chapters 3, 4, and 5 we consider the synchronous, asynchronous, MAI, and ISI CDMA channels. These channels were selected to demonstrate the ability and the potential power behind the space-time processing to cancel MAI and ISI. However, we proposed these structures for wireless CDMA systems, where in the wireless channels there are many other impairments which may limit the application of any system. Chapter 6 is devoted to study the performance of the linear space-time receiver in frequency selective fading channels, where multipath and fading can degrade the performance of any system. The analysis of the optimum tap weights and the MMSE of the linear space-time structure in frequency selective fading channels is given in chapter 6. Analytical results are also presented in this chapter. From the results we found that the linear space-time receiver is not only capable of canceling MAI and ISI but also has the ability to collect
the energy of the different multipath components. We found that these structures combine the function of multiuser detection, antenna arrays, ISI equalizer, and RAKE reception in one single structure. Also from the comparison study between the linear MMSE multiuser receiver (temporal only) and the linear space-time receiver we conclude that the space-time receiver has the ability to improve the performance of the CDMA system significantly.

In chapter 7 we study practical issues related to the application of the adaptive linear multiuser detection to cellular wireless systems. We show how the linear space-time receiver overcomes many of the shortcomings of the linear MMSE receiver (temporal only). First in chapter 7 we discuss some issues related to the transient behavior of the linear space-time receiver and compare it with the linear temporal receiver. Even though the space-time structure has more coefficients to adapt, from the results we found that it has a shorter training period, adapts faster, has less steady state MSE, and its training period is less sensitive to the number of interferers than that of the linear temporal multiuser detector. Also results show that with much less bandwidth the linear space-time receiver still has better convergence characteristics and steady state MSE.

The effect of a time varying user population and packet transmission is studied in chapter 7. From these simulations we made three important observations. The first is that the combined space-time receiver alleviates the effect of sudden birth of interference and there is no need to retrain the detector because the detected symbols are still reliable and the MSE is still low. The second observation is that, at start-up, or after a new interference arrives, the filter coefficients converge faster to lower MSE levels than that of the adaptive linear MMSE receiver (time only), thus reducing the required training period. The second observation is in complete consistency with the transient behavior results. Finally, we found the space-time receiver has some memory of the packets of departed interferers. New packets of departed interference will cause less harm than the first packet. From the last observation we conclude that we have to adapt only for the first packet of new users, so we use the ramp access power technique with the space-time structure to reduce the effect of the sudden birth of interference. Results show that the effect of sudden birth of interference on the MSE could be reduced further by almost 7.5 dB by using the ramp access power technique.
In chapter 7 we examine also the effect of spreading codes selection on the performance of the linear space-time receiver. We found that the linear space-time receiver is less sensitive to spreading code selection. This is because the space-time receiver does not depend only on the cross-correlation properties among the codes, but on the spatial signature too. This feature can reduce the complexity associated with the spreading codes planning and assignment.

Another issue we study in chapter 7 is the effect of out-of-cell interference. In this experiment we study the effect of interference in neighboring cell that has the same spreading code as the desired user. Simulation results show that the linear space-time receiver can perfectly handle out-of-cell interference having the same code as the desired user, whereas [2] found that with the decision feedback MMSE multiuser receiver, the CDMA system designer should not assign the same codes set to the neighboring cells; otherwise the overall capacity of the system will be much lower. Also with the space-time structure we eliminate the need for the code planning suggested by [2].

Out-of-cell interference results also suggest the possibility of using the same code within the same cell. Such a feature could be very important in systems such as wireless LAN (IEEE 802.11). In IEEE 802.11 standard the Barker code with 11 chips is used for spreading the data sequence in wireless LAN. All users use the same Barker code but with different shifts, because the Barker code has very good auto-correlation property. However, in frequency selective fading channels, delay spread can cause many users to have the same code shift. In this situation the performance will deteriorate. So with the space-time structures we can reduce this effect.

In chapter 7 we study the capacity improvement that can be achieved using the linear space-time receiver. In section 7.6 we found that the linear space-time receiver with antenna element offers four times the capacity of the time only receiver. In these results we include the effect of shadowing.

The BER performance was also considered in chapter 7, and results showed consistency with the MMSE results. It was concluded that the space-time receiver can provide very low BER results for high data rate transmission. This make the space-time structure very attractive for high data rate systems with packets transmission such as IEEE 802.11 or next generation standards.
8.2 Future work

The areas of multiuser detection and smart antennas have gained a lot of attention in the last few years. These two areas are believed to provide the capacity needed for the future wireless systems which must support different services such as voice, data, and video transmission. In this thesis we jointly combined the spatial and temporal domains and proposed several adaptive space-time structures. These two areas are not fully developed and require a lot of research. During this thesis we found many open problems that need more study in the future. In this section we describe some of the these open problems.

Joint space-time processing and power control

Strict or tight power control is an essential technique for the conventional DS-CDMA receiver to overcome the near-far problem. The multiuser detection technique came to alleviate the near-far problem, which reduces the complexity associated with the power control design. However, power control has some features that make it essential for any system. For example, power control provides a feedback to the mobile users to adjust their transmitted power to maintain equal received power at the base station. By doing so, each mobile user will only transmit the needed power to maintain a certain SNR, which will result in extended battery life of the mobile and reduced overall MAI in the cellular system. Combined power control and space-time multiuser detection is an interesting area for future research.

Space-time receiver for multirate reception

Next generation mobile communication systems are necessary to support several different communication services, i.e. multimedia, voice transmission, data transmission, and video transmission. To support these, next generation systems should handle multirate transmission with different qualities of service.

In multirate transmission different users with different data rates will arrive at the receiver with different received power even with strict power control. This is because high rate users are assigned more power than low rate users. So in multirate transmission the near-far problem is inherent, and the conventional receiver will fail to handle multirate transmission.
A suggested solution to this problem is the use of multiuser detection and adaptive antenna array techniques separately or combined. One interesting future research is the design and analysis of a multi-rate combined space-time receiver that can solve and handle different rate reception for next generation wireless systems.

Comparison study between the long code design philosophy and short code design philosophy

When the IS'95 standard appeared the only available receiver was the matched filter receiver i.e. the conventional receiver. The research on multiuser detection techniques was just started at that time [104]. The problem was facing the IS'95 group was that the conventional receiver is optimum only in AWGN channel, i.e. it is not optimum in MAI channel. To overcome this problem the standards group came up with the idea of long codes to randomize the interference and make it look like Gaussian noise. After many years of multiuser detection research and development, multiuser detection matured, and was found to be a promising technique to increase the capacity of the CDMA system. But the problem with IS'95 long codes is that it hinders the use of multiuser detection techniques. Due to this problem the idea of short codes or pulse on code becomes relevant. The long code design is called random CDMA or R-CDMA and the short code design is called deterministic CDMA or D-CDMA, [102]. Adaptive multiuser detection techniques is one of the simplest multiuser detection algorithms and it proves to be a promising technique [106]. But adaptive multiuser detection requires the that the spreading code should be repeated every transmitted bit, i.e. D-CDMA. In the literature there is a big debate about which design philosophy will lead to the larger capacity and better performance. For example, [102] claims that R-CDMA has better capacity than D-CDMA. But many other papers prove the opposite [107], [34]. Even though this debate still going on there is no complete standard design for CDMA system except the one which utilizes the long code idea. A comparison study between these two designs is very important. This study may change our view to any future standard for CDMA system.
References


174


178


179