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ABSTRACT

Application of Multivariable and Intelligent Control Strategies for Improving Plasma Characteristics in Reactive Ion Etching

Nicolae Tudoroiu
Concordia University, 2001

Reactive Ion Etching (RIE) is a critical technology for modern VLSI circuit fabrication and is used at many stages of the manufacturing process. Several real-time control strategies such as Proportional-Integral (PI) self-tuning, Linear Quadratic Gaussian (LQG), stochastic adaptive control, neurocontrol, robust and hierarchical control based on both linear and nonlinear models of the Plasma Generation Subsystem (PGS) are developed to improve plasma characteristics in the Reactive Ion Etching process. The proposed approaches result in superior accuracy and performance when compared to results that are available in the literature. The identification process (prediction error approach) to determine linear Auto Regressive Moving Average (ARMA) models of the PGS is based on the computationally efficient recursive least squared (RLS) procedure. This is an alternative to the use of Kalman filter that is based on state estimation. The massively parallel processing, nonlinear mapping, and self-learning abilities of neural networks are exploited in the development of intelligent control systems. Neurocontrollers enhance RIE manufacturability and may be used for process optimization, control, and diagnosis. A hierarchical real-time control strategy is developed that automatically selects during each specific operating interval the best real-time control strategy for tracking the dc self bias voltage and fluorine concentration set points. It is shown that the proposed methodology results in higher performance and is computationally more efficient than that using a single control strategy that is dependent on a range of operating conditions.
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Chapter 1

Introduction

This thesis is motivated by the fact that presently most semiconductor manufacturing equipments are designed to be operated in an open-loop mode. Consequently, the manufacturing performance of these equipments are not as good as desired.

In order for the Canadian semiconductor industry improve its competitiveness, it is critical that its fabrication facilities produce highly advanced products at low cost. To achieve these goals, these fabrication facilities must be equipped with processing systems which can perform their functions with very high accuracy and throughput but with low overall costs. Reactive Ion Etching (RIE) is a critical technology for modern VLSI circuit fabrication which is used in many stages of the manufacturing process [1]. Silicon dioxide films are of significant interest as an interlayer dielectric material for integrated circuits and multichip modules (MCM’s). The patterning of these films is of crucial importance in semiconductor manufacturing. RIE in radio-frequency (RF) glow discharges is among the most commonly used methods for forming patterns via holes in between metal layers of an MCM and for achieving the level of detail necessary to define small features in film [2].

Etching is a process through which a desired pattern is transferred to a silicon
wafer by removing material, such as silicon (Si) or silicon dioxide (SiO$_2$) via the interaction of fluorine [F] or other chemicals such as chlorine or bromine with the wafer and exhausting the reaction products [1]. Some of the most important variables used for determining the success of the etching process are selectivity, uniformity, anisotropy, and etch depth:

(i) selectivity refers to the ability to etch, for example, Si without etching either SiO$_2$ or photoresist.

(ii) uniformity is the requirement that etching be spatially uniform across the wafer.

(iii) anisotropy is the ability to etch vertically while minimizing horizontal etching, thus creating vertical walls, and

(iv) etch depth is the ability to remove exactly a desired amount of material.

The relative importance of these characteristics depends upon the function of the layer being etched. For instance, during fabrication of a transistor gate region, a polysilicon layer is etched down to the gate oxide. Selectivity to the oxide is of primary importance since only a small variation in the oxide layer is tolerable.

The other key requirement is critical dimension control (etch depth). Experiments can be designed to locate an operating point which offers good performance in the characteristics of most importance while maintaining adequate performance in the characteristics of secondary interest. Models generated from experimental data are used to achieve this goal. Better control of these variables translates directly into improved yield, finer line widths and hence higher device density and higher throughput.

The physical and chemical mechanisms involved in RIE process are very complex and are not fully understood at the present time. Since the focus of this research is on the demonstration of the potential benefits of using feedback control systems, an
extremely simple plasma process is used: namely a $CF_4$ gas system for the etching of unmasked wafers with a material stack of polysilicon substrate. This simple system has been studied extensively with many known material parameters and also a reasonably advanced understanding of the etch mechanisms and pathways is available [1]. The plasma process could increase in complexity by adding hydrogen, chlorine or oxygen to enhance the selectivity and etch rate, and $Ar/N_2$ for actinometry. Also, if the number of wafers in reactor chamber increases the performance of the etching process decreases, especially the etch rate or etch depth.

RIE is a low pressure, low temperature plasma system. The plasma is generated by capacitively coupling a RF (13.56 MHz) power source to one electrode, which has a smaller surface area than the ground electrode. This leads to dissociation and ionization of the feed gas. Consequently, it generates a chemically active mixture of electrons, ions and free radicals. Due to the fact that the electrons are more mobile than ions, a dc self bias voltage is developed across the electrodes to achieve current continuity. This self bias voltage accelerates ions toward the surface of the wafer. The free radicals diffuse to the surface of the wafer where they react with the exposed silicon surface. The surface reactions are quite complicated and are not completely understood. However, in simple terms, the fluorine atoms react with silicon atoms and produce various volatile components such as $SiF_4$ and $SiF_2$, desorbed possibly with the aide of the impinging ions. In addition, the impinging ions further enhance these etching processes. On the other hand, various polymers are formed as a result of chemical reactions between the radicals and the surface material. These inhibit the etching process. The polymers formed on the side walls are largely unaffected by the ion bombardment and thus facilitate highly anisotropic etching [1]. Polymers on the horizontal surface are removed by the impinging ions, provided the polymer film is not too thick and the ions have sufficient energy, and this allows the etching
process to continue. The impinging ions can also physically sputter Si atoms, thereby etching the wafer surface, or cause surface activation, thereby speeding up the etch process. For this reason it is useful to conceptualize RIE as consisting of two distinct but interacting mechanisms:

(i) chemical etching caused by radicals, and

(ii) physical etching caused by ion bombardment [1].

Therefore, etch characteristics can be adjusted by carefully controlling the plasma species composition and ion energy.

The lack of feedback control in these systems is generally considered as one of the main challenging problems facing the semiconductor manufacturing industry. This in particular is a major impediment to reliable operation of low pressure reactive plasma systems [1].

The principal motivation for introducing advanced control techniques in these systems is that by controlling appropriate plasma parameters (the concentrations of the reactive radicals and ions and ions energy), it is possible to improve the etch performance of the reactive ion etchers, namely their selectivity, uniformity, anisotropy and etch depth. The current state of knowledge in RIE does not yet allow for a definitive choice of the key plasma parameters to be controlled. For example in [3] four measured variables (namely $[F]$, $[CF_2]$, radicals $[CO_x]$, and $V_{bias}$), four manipulated variables (namely $\%O_2$, pressure, power, and flow rate) and seven performance variables (namely $Si$ etch rate, $SiO_2$ etch rate, Si / SiO$_2$ selectivity, SiO$_2$ anisotropy, Si uniformity, SiO$_2$ uniformity, and Si anisotropy) were considered for the RIE of silicon and silicon dioxide in CF$_4$/O$_2$ and CF$_4$/H$_2$ plasma. Furthermore, in [4], [5]-[8] only two manipulated variables (namely power and throttle valve position), two measured variables of the key plasma parameters to be controlled (namely $V_{bias}$ and $[F]$), and four performance variables for RIE (namely etch depth, selectivity,
uniformity, and anisotropy) were considered. There has been a major interdisciplinary effort at many major US universities and institutes, such as the University of Michigan, the University of California at Berkeley, the University of Texas at Austin, Georgia Institute of Technology, Carnegie Mellon University, the University of Colorado and Massachusetts Institute of Technology, to name a few, for improving the manufacturing characteristics of semiconductor processing equipment [1], [9].

The interest in use of plasma processes is increasing, particularly in thin film etching for VLSI applications. Plasma processing allows a more effective control of the composition and the profile for these components and processes. Vital requirements such as achieving robustness and high quality of the electrical connections and minimum feature sizes for the MOS devices are obtained by controlling the main etching characteristics of the process, such as the etching rate, anisotropy, selectivity and uniformity. For instance, high etching rates for acceptable throughput in single wafer tools as wafer sizes increase, anisotropic profiles, selectivity over thin gate oxides, uniformity and directionality of plasma processes can all be optimized for a particular application through appropriate selection of the chemical reactants and the operating conditions.

Better understanding of etching processes will allow improved control of the etching characteristics vital to the present and future productivity of the VLSI fabrication process. A few studies of polysilicon etching in $CF_3Cl$ (Freon 13) have been published and interesting and encouraging results have been reported [10], [11], [12].

In [11] the plasma etching of heavily phosphorus doped polysilicon (an important gate and interconnect material for MOS devices) with the chlorofluorocarbon gas, $CF_3Cl$, is examined. The authors are interested in identifying and investigating the important physical processes responsible for polysilicon etching in $CF_3Cl/Ar$ discharges. A method is presented by which polysilicon etching in a $CF_3Cl$ plasma is
described successfully by a statistical model. The observed characteristics in terms of physical plasma properties inferred from an electrical impedance model are also interpreted. With this model physical properties of the plasma, including time-averaged bias voltage can be predicted. Increasing demands on etching processes for improved throughput, uniformity profiles and selectivity require better control of these etching characteristics. To place etching process design and control on a more rational basis, models for the etching process need to be formulated. Thus for polysilicon etching in $CF_4$ discharges predictive kinetic models have been formulated. In such models, a set of chemical reactions is proposed to simulate radical and ion formation and loss, transport and surface reaction. The steady-state solutions of the resulting ordinary differential equations are obtained. However, rate constants for most of the reactions in the model are not known and must be estimated. Consequently, these models necessarily contain at least 10 fitted or estimated parameters. The present inability of kinetic models to predict trends in plasma properties or etching characteristics is not surprising, given the present lack of knowledge on fundamental chemical and physical processes involved in plasma etching. In [11] the plasma processes modelling problem was divided into a series of more manageable tasks. First, each etching process "response" (etching rate or total ion flux) is characterized experimentally in terms of externally controlled variables, or "factors" (pressure or power input). Response surface methodology, an experimental design and data analysis strategy, is used to examine efficiently the etching response over wide factor ranges. The resulting data set is used with statistical analysis techniques to generate polynomial representations of etching process responses. The polynomial response models are valuable for process design in cases where predictive kinetic models are unavailable. Through an electrical impedance model for the plasma, the external variables are related to physically significant plasma properties (e.g., electron density). The etching responses are
then examined in light of the physical properties predicted by the impedance model. Response surface methodology is helpful in this endeavour, as polynomial response models are easily converted into contour plots of etching responses but not very accurately. In [11] expressions are derived for bulk plasma resistance, sheath capacitance, potential drop across the sheaths, bulk electric field, and electron density, using a simple electrical model of a radio-frequency (RF) discharge. Each of these quantities varies with temporal position in the RF cycle.

In [10] the authors present an experimental technique for measuring total positive ion bombardment fluxes and energy distribution. An empirical description using the mean ion energy provides a good representation of the ion energy distribution over a wide range of conditions. These results allow estimation of ion energy distribution in other parallel plate reactors. In [10] the ion bombardment of the surface during etching-ion energy is predicted using the plasma impedance results and a simple elastic collision model for ion transport through the plasma sheath is examined. The results obtained are crucial to the formulation of kinetic models of etching rate and directionality studied in [12]. In [12] the authors develop three kinetic models, based on experimentally and theoretically estimated plasma properties. These models include both chemical and ion-assisted processes, and therefore, predict etching directionality, as well as etching rate. The results indicate the importance of relatively low energy (<30eV) ion bombardment, and suggest that the dominant loss process for the chemical etchant is diffusion-limited recombination at the electrode surfaces.

The present understanding of plasma chemistry, and in particular, the surface processes involved in etching is limited. It is well known that energetic ion bombardment can have profound effects on thin film etching, but the details of the physical processes responsible for ion production and transport are not clear. Consequently, formulating a complex kinetic model for the etching process may not be fruitful at
present. A simple model, incorporating variables of known physical importance allows evaluation of the etching process at a level commensurate with the basic data available. In [3] process control strategies for reactive ion etching of silicon and silicon dioxide in $CF_4/O_2$ and $CF_4/H_2$ plasma are developed. The authors take into consideration four measured variables, four manipulated variables, and seven performance variables, and develop a MIMO model (four inputs, four outputs), which is very complex, difficult to manipulate and does not take into account the dynamics of the wafer characteristics with respect to the plasma parameters.

Relative Gain Array (RGA) analysis and Singular Value Decomposition (SVD) methods are used to select manipulated/process variable control loop pairings for feedback control and to evaluate potential difficulties in control system performance. However, these methods do not guarantee consistent results and deal only with steady-state representation of the system.

The development of real-time control techniques for improving the manufacturing characteristics of reactive ion etching process is well documented in [1]. The overall goal is to redesign the RIE machine for enhanced controllability and improved performance. To achieve this, the research is directed towards:

(i) control-oriented modelling and identification of the physico-chemical processes involved in RIE. A control-oriented model must capture the significant dynamics of the physical system and be suitable for control design.

(ii) analysis and improvement of the controllability and observability properties of RIE.

(iii) design and implementation of a hierarchical controller for the RIE.

The objective in [1] is to develop sufficiently general methods and results that allow implementation of real-time feedback control systems to a large class of RIE machines with a minimal amount of tuning. Based on a novel decomposition of the process, the
authors present a general strategy for the control of RIE. The principal idea is that by controlling appropriate plasma key parameters, it is possible to improve the etch performance of these machines. In [1] and [4]-[8], the *bias voltage*, $V_{bias}$, and *fluorine concentration* $[F]$ are used as the key plasma parameters to be controlled and *power* of RF generator and *throttle valve position* are selected as input variables. Based on the measured output data, and using standard identification algorithms, the authors in [1] have constructed a two-input, two-output model mapping small perturbations in *power* (Watts) and *throttle valve* (% opening) to the $V_{bias}$ (Volts) and $[F]$ signals. The idea is very interesting and although the model is very simple and easy to manipulate, it may not be able to capture all the dynamics of the plasma. Specifically, the problem of representing the dynamics of the wafer still remains unanswered.

In [8] experimental results are presented on nonlinear models of the Hammerstein type for a reactive ion etcher, and a nonlinear tracking controller is implemented. This is motivated by the observation that the RIE exhibits significant nonlinear behaviour. In [8] a simple nonlinear model structure is used that is an input static nonlinear block (polynomial of second degree) in series with a linear time-invariant system. The model is improved compared to linear models since it takes into consideration the nonlinearity of the throttle valve actuator. However, the problem of capturing the dynamics of the wafer, and whether the model is capable of capturing all the dynamics of the plasma still needs to be investigated.

The experimental results demonstrate that the closed-loop predictions are very close to the observed data, and that the controller provides the capability of command following large excursions in the operating space. In [7] a dynamic model describing the relationship between the various physical variables of interest such as etch depth, etch rate and reflected light intensity is presented, and an extended Kalman filter is used to estimate the etch depth by processing reflectometry data for fast in-situ
etch rate measurements. This is motivated by the fact that in etching and deposition processes, the capability of measuring thin film thickness is very useful. Single or multiple wavelength reflectometers are commonly used for both in-situ and ex-situ measurements of film thickness. Techniques for in-situ real-time measurement of etch (or deposition) rate can be of great benefit in process development, on-line process diagnostic, and real-time feedback control. The fundamental idea here is to use nonlinear estimation theory, namely the Extended Kalman filter method for a simple dynamic model that combines the etching process with an optical model for reflection from a stack of parallel thin films. Problems that remain still open are selectivity, uniformity and anisotropy characterizations. A similar idea is developed in [6] where etch rate and etch depth are estimated from dual-wavelength reflectometry data. Using the estimated etch rate, an etch rate stabilization is achieved by using feedback control by actuating forward power in real-time. Using the estimated etch depth to trigger an end point, the authors demonstrate that it is possible to get an 83% final thickness variation over timed etches. The results depend very much on whether the model of the Plasma Generation Subsystem is accurate or not. To reduce the loading effect in RIE, [8] develops a real-time closed-loop control system. Recently, empirical RIE models based on neural networks [13], [14], [15] have been shown to exhibit superior performance in accuracy, predictive capability, and robustness over more traditional statistical approaches (regression methods). Neuromodel predictions of the RIE process outputs are used in conjunction with genetic algorithms and other optimization techniques to optimize the etching process performance as well as for recipe synthesize. More recently, adaptive learning techniques which utilise neural networks combined with statistical experimental design methods have been applied to semiconductor manufacturing [16], [14]. The neuromodels have shown good accuracy because these models fit well to experimental input-output data, and the nonlinearity
of the process is well reflected in the network. Algorithms based on adaptive learning
techniques were developed that enable these networks to adapt through a trial-and-
error procedure. In this adaptive process, the connection strengths between the active
elements of the network are gradually modified until the network exhibits a desired
behaviour. Several other neural network based plasma etch models have also appeared
in the literature [13], [17], [18], [15]. Some recent research is focused on developing
more specific and advanced structures and algorithms, such as exponentially weighted
moving average (EWMA) neurocontrollers [19]. These networks are integrated in
the overall intelligent control structures of the plasma etching processes to maintain
process targets over extended periods for improved product quality and decreased
machine downtime [19], [14]. Proper choice of neurocontroller parameters (weights)
is critical to the performance of these systems.

At the present time RIE's are typically supplied with a PID controller for regu-
larizing the chamber pressure. In addition, several of the actuators, such as the mass
flowmeters and the RF power generation unit, have internal controllers in order to
make them less sensitive to variations in operating environment. These actuators
influence the actual etch process by affecting the plasma characteristics. Currently,
the only plasma property which is stabilized by using feedback control is the pressure.
It is commonly acknowledged that the RIE process is not very robust and requires
frequent tuning to achieve acceptable yields. The research described in this thesis
is directed toward the application of a real-time control systems theory to RIE. The
main thrusts of this research are as follows:

(i) control-oriented modelling and identification of the physico-chemical processes
involved in the RIE process (linear ARIMA models and neuromodels), and

(ii) controller design for the RIE using real-time multivariable control strategies
(minimum variance stochastic adaptive control, robust control, self-tuning control
and neurocontrol).

From a control engineering viewpoint, the RIE process represents an interesting challenge in several different ways. The key issue is the fact that many of the crucial etch parameters that need to be controlled cannot, at present time, be measured in real-time. This necessitates indirect control strategies wherein plasma parameters are used for feedback to achieve tight control of the etch characteristics.

1.1 Summary

The objective of this thesis is to develop MIMO real-time control strategies for improving plasma characteristics in the reactive ion etching process.

Vital requirements for achieving robustness and high quality of the electrical connections, uniformity profiles and minimum feature sizes for MOS devices require better control of the main etching characteristics of the process, namely etching rate, anisotropy, selectivity and uniformity. The priority in our research is focused more upon practical aspects in order to implement the most appropriate conventional and nonconventional control strategies that are needed for addressing some of the difficulties that the plasma system community currently faces.

This goal is motivated by the following main factors:

(i) Presently most semiconductor manufacturing equipment is designed to be operated in an open-loop mode and consequently the manufacturing performance of this equipment is not as good as desired.

(ii) The reactive ion etching process is a critical technology for modern VLSI circuit fabrication at various manufacturing process stages.

(iii) High complexities such as nonlinearities, a MIMO process, and operating at low
pressure, have made the reactive plasma systems as interesting research topic in plasma community. In the last decade this has captured a lot of attention of the specialists from systems and control field to solve practical aspects of the control problems of these systems in closed-loop.

(iv) This field of research offers an excellent opportunity to researchers and to specialists from the control area to apply dynamic systems analysis, synthesis, and control methods to study reactive ion etching systems.

(v) By this research we could partially fill the void that exists due to the lack of feedback control in these systems. This is presently considered as one of the main problems facing the semiconductor manufacturing industry.

(vi) Our results could also be extended and applied to other industrial applications such as chemical vapour deposition (CVD), anisotropic wet etching silicon (TMAH), plasma enhanced chemical vapour deposition (PECVD), low plasma chemical vapour deposition (LPCVD), etc.

The research is based on the main idea that by controlling appropriate plasma parameters, namely the concentration of the fluorine reactive radicals and ions \([F]\), and their energy reflected in \(V_{bias}\), one could ensure satisfactory tracking for the etching rate or equivalently etch depth (being one of the most important etching characteristics).

Specifically, in this thesis we will present some results concerning the models of the PGS, namely the coupled and decoupled cases with or without delay (Chapter 3), the design of real-time multivariable feedback conventional and nonconventional control strategies, namely PI self-tuning adaptive controller based on minimization of a quadratic cost function, a Linear Quadratic Gaussian scheme (LQG), minimum variance stochastic adaptive control, robust control, and neurocontrol (Chapters 4-7).
In the last chapter (Chapter 7) we will compare the performances of all the algorithms developed in this thesis and we will select the best structure for a real-time feedback control strategy using a hierarchical control approach. The hierarchical control strategy that is capable of determining at each sampling interval which controller is the most suitable choice to be employed will be of great benefit. In order to have a criterion for comparing the performances of different control strategies, we will translate the results obtained in Chapters 4-6 for the PGS into performances of the wafer subsystem, namely etch rate or etch depth. The main objective of our proposed control strategies is to keep the etch depth at a desired target value in the face of variations in the process disturbances, namely $CF_4$ flow-rate disturbances, loading disturbances, and oxygen disturbances. The results obtained confirm the utility of our proposed strategies to control the etching process despite the drift during an etch. However, these algorithms can also be used as a research tool for evaluating complicated gas kinetics. The controllers can drive the film properties, namely etch depth, anisotropy, selectivity and uniformity to desired regimes based on important gas species and dc induced voltage in an optimal fashion.
Chapter 2

Overview of RIE: Equipment and System

In this chapter a brief description of the RIE equipment is provided. This description is given from a control system perspective. The emphasis is on the overall system behaviour rather than on an individual physical/chemical processes. It is well known in the plasma literature that the RIE process is highly nonlinear and multivariable [1]. Existing plasma systems attempt to control the important wafer etch characteristics with the input variables pressure, applied RF power, and gas flow rates. However, there is no standard and known way to use these inputs to predict the etch performances in different machines or in identical machines, or even in the same machine on two different runs [1]. This is due to the variations in plasma properties and disturbances and the fact that there is a significant amount of uncertainty in the open-loop system. This is the main reason why we believe that the five real-time feedback control strategies developed in this thesis will be of great potential benefit to the control of RIE process.
Figure 2.1: Plasma reactor etching system

2.1 The Reactor

The plasma reactor that is used in this thesis is an Applied Materials 8300 Hex-ode Reactive Ion Etcher used at the Control Systems Laboratory of the University of Michigan, from where experimental input-output data set for different operating points was obtained. This reactor is equipped with a data acquisition system, actuators and sensors appropriate for real-time feedback control. The configuration of parallel plate Plasma Reactor Etching System type 1000TP is presented in Figure 2.1. A simplified block representation of this configuration is shown in Figure 2.2.

The parallel plate system has a bottom electrode with a diameter of 29.2 cm, 34.3 cm top electrode, and variable electrode spacing set by the user at 3.81 cm. The power source is a 600 W, 13.56 MHz RF power generator capacitively coupled to each electrode through an automatic tuning network impedance matching system. Each electrode is equipped with an RF plasma dark space shield to prevent parasitic
plasma from forming outside of the shields.

2.2 Actuators and Sensors

To regulate the exhaust of reactant gases from the chamber, the reactor is equipped with a throttle valve. For improved control capability this valve was sized to be small, thus moving its operating region away from the saturation with a low leakage conductance when fully closed for a rapid response time for the measurement of the actual valve position. We will consider in the thesis two cases: the first case where the valve is a linear element and the second case, which is closer to reality, where the valve is a nonlinear element with the nonlinearity given by a second order polynomial.
or of a hysteresis type [1].

The throttle valve controller allows remote control of the valve. The RF power actuator includes a 13.56 MHz generation unit and a matching network. In order to increase the range of flows that can be achieved, an additional mass flow controller has been added. The bias voltage is measured through an inductive tap into powered electrode. Pressure in the chamber is monitored by a Baraton Capacitance Manometer which is sensitive to pressures between 1 mTorr and 100 mTorr, where 20 mTorr is a typical operating point for the RIE process in the above system. The fluorine concentration is measured via optical emission spectroscopy using actinometry, with argon as the calibration species. Light from the plasma glow is modulated to approximately 2KHz by a mechanical chopper, then passed through a pair of monochromators which select specific wavelengths in the fluorine and argon spectra [1]. The light signals are then converted to electrical signals by photomultiplier tubes and demodulated via lock-in amplifier.

2.3 RIE System: Decomposition and Control

Motivated by the ideas developed in [1], a real-time control system for improving the manufacturing characteristics of reactive ion etchers is developed in [4]. In this work, the RIE system is decomposed into two functional blocks:

(i) the plasma generation subsystem (PGS), and

(ii) the wafer etch subsystem (WES).

The above sequential processes separate the generation of the important chemical and physical species from the action of etching the surface of the wafer. The inputs to the plasma generation subsystem are:

(i) the throttle position, and
The outputs of the plasma generation subsystem are the key plasma parameters responsible for etching, namely

(i) the $V_{\text{bias}}$, and

(ii) the fluorine concentration $[F]$, where $V_{\text{bias}}$ represents an estimate of the mechanical energy of the impinging ions and $[F]$ represents the concentration of the chemical compounds (fluorine) involved in etching.

The WES is driven by the key plasma parameters and its outputs represent quantities crucial to the etch performance. The above decomposition actually represents a physical separation, that is

(i) the PGS represents the bulk plasma, and

(ii) the WES represents the wafer surface phenomena, and the interface is the boundary layer.

The decomposition suggests a suitable control structure for the RIE system as shown in Figure 2.3. While this decomposition is based on sound physical principles, it is not completely accurate as there is a certain amount of feedback coupling from the wafer surface reactions to the plasma.
The key idea is to regulate the inputs to the WES by precisely controlling the outputs of the PGS. The RIE system is susceptible to disturbances which increase the variance of the output characteristics regardless of the operating point selected. Disturbances that affect the RIE process include:

(i) the load
(ii) the chamber seasoning
(iii) the variation in the RF power generator and matching network
(iv) the variation in the mass flow controllers, and
(v) the water vapour and other contaminants.

Here, load refers to the total surface area of material to be etched, which is a function of the number of wafers and the pattern on each wafer. In that work a multivariable feedback control is designed which is capable of compensating these disturbances and thereby reducing the process variance. By applying this form of multivariable feedback control to RIE, the effect of the variations in the load on the rate is dramatically reduced. Typically, when the load is increased the etch rate decreases. This phenomenon is commonly known as the loading effect. The loading effect is known to be significant in certain etch chemistries such as fluorine etching of silicon. The loading effect is undesirable because it is a source of variance in etch rate. Because of the variance in the etch rate, selection of the appropriate etch time is difficult. Selection of the proper etch time becomes even more difficult when considering that the etch rate also changes during an etch due to the loading effect. Because of non uniformity, wafers are typically overetched to ensure that all material is removed. As the end of the etch approaches, less material is left and the etch rate increases. The side walls become the focus of the etchant and any additional etch time contributes at a greater rate to the undercut, one of the wafer qualities of interest. Consequently, the process yield may be reduced and costly trial runs are
necessary to establish the proper etch time for new loads. The key idea is to regulate the inputs to the WES by precisely controlling the outputs of the PGS. What remains to be investigated is the problem of determining a supervisory controller to perform the high-level cell control function that includes on line monitoring and diagnostics as well as postprocessing analysis of the data for the purposes of sequential optimization, quality control, etc. To solve this problem it is necessary to develop a controller around WES which will translate desired etch characteristics into set points for the PGS control system.

With the existing sensor technology, it is very difficult to measure the key wafer etch parameters, namely selectivity, anisotropy, etc., in real time during the etch process. Therefore, for real time feedback control, an indirect strategy is necessary. The decomposition of the etching process is very important because the modeling task for the WES would involve relating the effects of the key plasma parameters to the etch performance. This is much more direct than trying to build a single model from the equipment inputs to the etch characteristics. The switch from specifying the process parameters in terms of \((\text{power, throttle valve})\) to \((V_{\text{bias}}, [F])\) is a significant change of viewpoint. The new set points are in many ways more directly related to the overall etch performance. In other words tightly regulating them should eliminate much of the variances seen in the plasma systems. As stated above, it will be necessary to relate desired etch rate, selectivity, anisotropy, uniformity to the key plasma parameters. This is the purpose of the WES controller. This controller would also operate in real-time, but perhaps would operate on a slower time scale than the plasma controller. The sampling rate for the Plasma Generation Subsystem is 20 Hz. The reactor is also instrumented with an in-situ spectral reflectometry system, which samples 798 wavelengths between 400 and 800 nm every 0.5 s for 2 Hz sampling rate, resulting in the PGS being 10 times faster than WES. Presently, the details of this second
level WES controller are not quite clear, because real-time sensors for the wafer etch parameters are not readily available and the models for relating plasma parameters to the wafer etch parameters are not well understood. As a matter of fact, it is not clear whether constructing empirical small perturbation models for the wafer etch subsystem is appropriate. In [1] a primitive supervisory platform is developed and is tested on the RIE system. This high level system emphasizes a generic central control mechanism, a sequential statistical process optimization algorithm, standardized communications, and extensive in-situ monitoring and diagnostics capabilities.

2.4 Summary

In this chapter, we have presented a comprehensive approach to the real-time control of an RIE process. This is based on the different conceptual decompositions of the RIE system into plasma and etch subsystems. Also, we have presented the main results from the literature concerning modelling and multivariable real-time feedback control strategies of RIE system. The experimental results on system identification and real-time control offer encouraging support that controlling certain plasma parameters results in improved etch performance, namely etch depth, anisotropy, uniformity and selectivity. The results demonstrate conclusively that the introduction of real-time feedback control leads to a much more stable etch rate as compared to the standard industrial practice of setting pressure, flow, and RF power. The significant gains may be obtained by using techniques from control and systems theory in semiconductor manufacturing. At this time, we are able to perform a more complete investigation to understand the appropriate plasma parameters whose control will lead to improved etch performance.
Chapter 3

Modeling and Validation

3.1 Linear Plasma Generation Subsystem Models

3.1.1 System Identification

In order to build models for the Plasma Generation Subsystem (PGS), an experimental identification approach is needed. Generally, a region of operating points is delineated in the space of pressure, $[CF_4]$ flow rate, and power corresponding to the RIE region of the plasma parameters space. Specifically, power ranges from 900 to 1300 Watts, pressure ranges from 20-30 mTorr, and flow rate ranges from 20-40 standard conventional cubic meters (sccm) [1]. Typical values of 1000 Watts, 20 mTorr, and 30 sccm are selected as a nominal operating point. The identification experiments involve application of step increments to the power and throttle inputs from their nominal values. The experiments are done without a wafer in the chamber, because the modifications to the system identification with a wafer being etched are quite straightforward.

In the PGS, the control inputs are RF power, throttle position, and $CF_4/Ar$ flow. The disturbances are load and water vapours. The state of the plasma system are
the fluorine concentration \([F]\), and dc bias voltage, \(V_{bias}\). Fluorine is the dominant etchant species and \(V_{bias}\) is used as a measure of the physical energy of the impinging ions. Multivariable feedback control strategies reported in the literature [10], [11], [12] use \(\%H_2/\%O_2\), pressure, RF power, flow rate to control \(V_{bias}\), \([CF_2]\), \([F]\), \([H]/[CO_2]\), but the models are more complex and very difficult to control, due to poorly conditioned systems with strong interactions between the input and the output variables. The models in [1], [20], [4]-[8], [21] are simpler since they use only two independent input variables, namely RF power and throttle valve to control two independent output variables, namely \(V_{bias}\) and \([F]\). We also choose these variables since the plasma variables and \([F]\) are more directly related to the etch rate and other output characteristics when compared to the RF power and pressure, which are held constant conventionally. The disturbances mostly affect the PGS and not WES, so by controlling the plasma variables, the effects of these disturbances can be mitigated.

To design a real-time control strategy first a linear model of the plant is obtained about an operating point.

3.1.1.1 Linear ARMA Models

Using the available experimental input-output data set a multivariable Auto Regressive Moving Average (ARMA) model of second-degree is considered

\[
A(q)y(k) = B(q)u(k) + C(q)e(k)
\]

where

\[
y(k) = \begin{bmatrix} y_1(k) \\ y_2(k) \end{bmatrix}, \quad u(k) = \begin{bmatrix} u_1(k) \\ u_2(k) \end{bmatrix}, \quad e(k) = \begin{bmatrix} e_1(k) \\ e_2(k) \end{bmatrix}, \quad \text{and} \quad C(q)e(k) = N(k) = \begin{bmatrix} N_1(k) \\ N_2(k) \end{bmatrix}
\]

represent the white noise and
the output of the coloured noise filter, respectively, and

\[ A(q) = I_2 q^2 + A_1 q + A_2, \quad B(q) = B_0 q^2 + B_1 q + B_2, \quad C(q) = C_0 q + C_1, \]

\[ I_2 \text{ is an identity matrix, } A_1 = \begin{pmatrix} a_{11} & 0 \\ 0 & a_{21} \end{pmatrix} = \text{diag}(a_{11}, a_{21}), \quad A_2 = \text{diag}(a_{12}, a_{22}) \]

\[ B_0 = \begin{pmatrix} b_{01} & b_{02} \\ b_{03} & b_{04} \end{pmatrix}, \quad B_1 = \begin{pmatrix} b_{11} & b_{12} \\ b_{13} & b_{14} \end{pmatrix}, \quad B_2 = \begin{pmatrix} b_{21} & b_{22} \\ b_{23} & b_{24} \end{pmatrix} \]

\[ C_0 = \begin{pmatrix} c_{01} & c_{02} \\ c_{03} & c_{04} \end{pmatrix}, \quad C_1 = \begin{pmatrix} c_{11} & c_{12} \\ c_{13} & c_{14} \end{pmatrix}. \]

The model (3.1) can be expressed in one of the following four forms:

(i) **Coupled case with pure delay:**

This is obtained from the general structure (3.1) by setting

\[ B_0 = O_{2x2} \] (defined as a 2x2 dimensional matrix with all its elements equal to zero)

(ii) **Coupled case without delay:**

This is obtained from the general structure (3.1) by setting

\[ B_2 = O_{2x2} \]

(iii) **Decoupled case with pure delay:**

This is obtained from the general structure (3.1) by setting

\[ B_0 = O_{2x2}, \quad B_1 = \text{diag}(b_{11}, b_{14}), \quad B_2 = (b_{21}, b_{24}), \quad C_0 = \text{diag}(c_{01}, c_{04}) \]

\[ C_1 = \text{diag}(c_{11}, c_{14}), \] where \( B_1, B_2, C_0, C_1 \) represent diagonal 2x2 matrices.

(iv) **Decoupled case without delay:**

This is obtained from the general structure (3.1) by setting

\[ B_0 = \text{diag}(b_{01}, b_{04}), \quad B_1 = \text{diag}(b_{11}, b_{14}), \quad B_2 = O_{2x2}, \quad C_0 = \text{diag}(c_{01}, c_{04}) \]

\[ C_1 = \text{diag}(c_{11}, c_{14}) \]

In the above two decoupled cases we can consider the multivariable system as two independent SISO loops which may be expressed in the following two forms:
(i) **Decoupled case with pure delay:**

\[
Y_1(z) = z^{-1} \frac{\hat{B}_1(z)}{\hat{A}_1(z)} U_1(z) + \frac{\hat{C}_1(z)}{\hat{A}_1(z)} E_1(z) = z^{-1} \frac{\hat{B}_1(z)}{\hat{A}_1(z)} U_1(z) + N_1(z) \tag{3.2}
\]

\[
Y_2(z) = z^{-1} \frac{\hat{B}_2(z)}{\hat{A}_2(z)} U_2(z) + \frac{\hat{C}_2(z)}{\hat{A}_2(z)} E_2(z) = z^{-1} \frac{\hat{B}_2(z)}{\hat{A}_2(z)} U_2(z) + N_2(z) \tag{3.3}
\]

Based on the available experimental input-output data set for the particular case of uncoloured noise we get:

\[
\hat{B}_1(z) = 4.1996z - 3.9567, \quad \hat{B}_2(z) = 0.0001z - 0.0001,
\]

\[
\hat{A}_1(z) = z^2 - 0.5016z - 0.4906, \quad \hat{A}_2(z) = z^2 - 0.9482z - 0.0433.
\]

(ii) **Decoupled case without delay:**

\[
Y_1(z) = \frac{\hat{B}_1(z)}{\hat{A}_1(z)} U_1(z) + \frac{\hat{C}_1(z)}{\hat{A}_1(z)} E_1(z) = \frac{\hat{B}_1(z)}{\hat{A}_1(z)} U_1(z) + N_1(z) \tag{3.4}
\]

\[
Y_2(z) = \frac{\hat{B}_2(z)}{\hat{A}_2(z)} U_2(z) + \frac{\hat{C}_2(z)}{\hat{A}_2(z)} E_2(z) = \frac{\hat{B}_2(z)}{\hat{A}_2(z)} U_2(z) + N_2(z) \tag{3.5}
\]

Based on the same experimental input-output data set for the particular case of uncoloured noise we get:

\[
\hat{B}_1(z) = -2.6879z + 2.939, \quad \hat{B}_2(z) = -0.00001z + 0.0002,
\]

\[
\hat{A}_1(z) = z^2 - 0.4978z - 0.4941, \quad \hat{A}_2(z) = z^2 - 0.9455z - 0.0449.
\]

Similarly, the coupled PGS models of (3.1) may be expressed in the following two forms:

(i) **Coupled case with pure delay:**

\[
Y_1(z) = z^{-1} \frac{\hat{D}_1(z)}{\hat{A}_1(z)} U_1(z) + \frac{\hat{C}_1(z)}{\hat{A}_1(z)} E_1(z) \tag{3.6}
\]

\[
Y_2(z) = z^{-1} \frac{\hat{D}_2(z)}{\hat{A}_2(z)} U_2(z) + \frac{\hat{C}_2(z)}{\hat{A}_2(z)} E_2(z) \tag{3.7}
\]
Using the same experimental input-output data set for the particular case of uncoloured noise we get:

\[ \dot{B}_1(z) = 4.1996z - 3.9568, \dot{B}_2(z) = 0.0008z - 0.005, \dot{D}_1(z) = 0.0837z - 0.0569, \]
\[ \dot{D}_2(z) = 0.0001z, \tilde{A}_1(z) = z^2 - 0.3714z - 0.4942, \tilde{A}_2(z) = z^2 - 0.853z - 0.0922. \]

(ii) Coupled case without delay:

\[ Y_1(z) = \frac{\dot{B}_1(z)}{A_1(z)} U_1(z) + \frac{\dot{D}_1(z)}{A_1(z)} U_2(z) + \frac{\tilde{C}_1(z)}{A_1(z)} E_1(z) \]  \hspace{1cm} (3.8)
\[ Y_2(z) = \frac{\dot{B}_2(z)}{A_2(z)} U_1(z) + \frac{\dot{D}_2(z)}{A_2(z)} U_2(z) + \frac{\tilde{C}_2(z)}{A_2(z)} E_2(z) \]  \hspace{1cm} (3.9)

From the experimental input-output data setup for the particular case of uncoloured noise we get:

\[ \dot{B}_1(z) = -1.0683z + 3.1912, \dot{B}_2(z) = -0.0059z + 0.0015, \dot{D}_1(z) = 0.1703z - 0.1382, \]
\[ \dot{D}_2(z) = 0.0001z, \tilde{A}_1(z) = z^2 - 0.4571z - 0.3846, \tilde{A}_2(z) = z^2 - 0.8511z - 0.0922. \]

For the general case these polynomials could be expressed as following

\[ \tilde{A}_1(z) = z^2 + \tilde{a}_{11}z + \tilde{a}_{12} \]
\[ \tilde{A}_2(z) = z^2 + \tilde{a}_{21}z + \tilde{a}_{22} \]
\[ \dot{B}_1(z) = \begin{cases} \tilde{b}_{01}z + \tilde{b}_{11} & \text{without delay} \\ \tilde{b}_{11}z + \tilde{b}_{21} & \text{with pure delay} \end{cases} \]
\[ \dot{B}_2(z) = \begin{cases} \tilde{b}_{03}z + \tilde{b}_{13} & \text{without delay} \\ \tilde{b}_{13}z + \tilde{b}_{23} & \text{with pure delay} \end{cases} \]
\[ \tilde{C}_1(z) = \tilde{c}_{01}z + \tilde{c}_{11} \]
\[ \tilde{C}_2(z) = \tilde{c}_{04}z + \tilde{c}_{14} \]
\[ \dot{D}_1(z) = \begin{cases} \tilde{d}_{01}z + \tilde{d}_{11} & \text{without delay} \\ \tilde{d}_{11}z + \tilde{d}_{21} & \text{with pure delay} \end{cases} \]
\[ \dot{D}_2(z) = \begin{cases} \tilde{d}_{03}z + \tilde{d}_{13} & \text{without delay} \\ \tilde{d}_{13}z + \tilde{d}_{23} & \text{with pure delay} \end{cases} \]
The schematic of the overall system considered can be represented as shown in Figure 3.1.

An adaptive control law based on this model will not have an integral action because of the stationary character of the disturbances. To design a control law with integral action that is capable of dealing with nonstationary disturbances, a disturbance process with stationary increments is postulated [22]:

\[
\zeta_1(z) = \frac{\hat{C}_1(z)}{(z - 1)\hat{A}_1(z)} E_1(z) \tag{3.10}
\]

\[
\zeta_2(z) = \frac{\hat{C}_2(z)}{(z - 1)\hat{A}_2(z)} E_2(z) \tag{3.11}
\]

or equivalently:

\[
\Delta \zeta_1(z) = N_1(z)
\]

\[
\Delta \zeta_2(z) = N_2(z)
\]

where \(\Delta = z - 1\) is the first-order difference operator. In this case we get the general representation of the process by the ARIMA (Auto Regressive Integrated Moving Average) model integrated in our proposed MIMO real-time control strategies that are developed later in Chapters 4-7:
(i) Coupled ARIMA model without delay

\[ \hat{A}_1(z)\Delta Y_1(z) = \hat{B}_1(z)\Delta U_1(z) + \hat{D}_1(z)\Delta U_2(z) + \hat{C}_1(z)E_1(z) \]  
\[ \hat{A}_2(z)\Delta Y_2(z) = \hat{B}_2(z)\Delta U_1(z) + \hat{D}_2(z)\Delta U_2(z) + \hat{C}_2(z)E_2(z) \]  

(3.12) \hspace{2cm} (3.13)

(ii) Coupled ARIMA model with pure delay

\[ \hat{A}_1(z)\Delta Y_1(z) = z^{-1}\hat{B}_1(z)\Delta U_1(z) + z^{-1}\hat{D}_1(z)\Delta U_2(z) + \hat{C}_1(z)E_1(z) \]  
\[ \hat{A}_2(z)\Delta Y_2(z) = z^{-1}\hat{B}_2(z)\Delta U_1(z) + z^{-1}\hat{D}_2(z)\Delta U_2(z) + \hat{C}_2(z)E_2(z) \]  

(3.14) \hspace{2cm} (3.15)

(iii) Decoupled ARIMA model without delay

\[ \hat{A}_1(z)\Delta Y_1(z) = \hat{B}_1(z)\Delta U_1(z) + \hat{C}_1(z)E_1(z) \]  
\[ \hat{A}_2(z)\Delta Y_2(z) = \hat{B}_2(z)\Delta U_2(z) + \hat{C}_2(z)E_2(z) \]  

(3.16) \hspace{2cm} (3.17)

(iv) Decoupled ARIMA model with pure delay

\[ \hat{A}_1(z)\Delta Y_1(z) = z^{-1}\hat{B}_1(z)\Delta U_1(z) + \hat{C}_1(z)E_1(z) \]  
\[ \hat{A}_2(z)\Delta Y_2(z) = z^{-1}\hat{B}_2(z)\Delta U_2(z) + \hat{C}_2(z)E_2(z) \]  

(3.18) \hspace{2cm} (3.19)

where \( \Delta Y(z) = (z - 1)Y(z) \), and \( \Delta U(z) = (z - 1)U(z) \)

Although the form of the above models are linear, the model coefficients are time varying and are to be estimated in real-time. These models are preferred for adaptive control because they lead to algorithms that can be easily implemented on a digital computer. The above models are used in Chapter 3 to implement multivariable adaptive control strategies based on the minimization of a quadratic cost function,
namely *PI self-tuning* adaptive control.

### 3.1.1.2 Transfer Matrix Representation

To measure the interactions between the input and output system variables to determine suitable pairs among them, *Relative Gain Array (RGA)* and *Singular Value Decomposition (SVD)* techniques may be used. However, they would require a transfer matrix representation of the *ARMA* models. Based on the measured input-output data, and using the standard identification for our system, i.e., the PGS system under investigation, we obtain the following transfer matrices for the *coupled case with pure delay*:

\[
H(z) = \begin{bmatrix}
\frac{4.1996z^2 - 3.9568}{z^2 - 0.3714z - 0.4942} & \frac{0.0837z - 0.0569}{z^2 - 0.3714z - 0.4942} \\
\frac{0.0008z - 0.005}{z^2 - 0.8533z - 0.0922} & \frac{0.0001z}{z^2 - 0.8533z - 0.0922}
\end{bmatrix}.
\]  

(3.20)

and for the *coupled case without delay*:

\[
H(z) = \begin{bmatrix}
\frac{-1.0683z^2 - 3.1912z}{z^2 - 0.4571z - 0.3846} & \frac{0.1703z^2 - 0.1382z}{z^2 - 0.4571z - 0.3846} \\
\frac{-0.0059z^2 - 0.005z}{z^2 - 0.8511z - 0.0922} & \frac{0.0001z^2}{z^2 - 0.8511z - 0.0922}
\end{bmatrix}
\]  

(3.21)

where these matrices are calculated directly from the equations (3.6)-(3.9):

\[
H(z) = \begin{bmatrix}
\frac{\hat{B}_1(z)}{\hat{A}_1(z)} & \frac{\hat{D}_1(z)}{\hat{A}_1(z)} \\
\frac{\hat{B}_2(z)}{\hat{A}_2(z)} & \frac{\hat{D}_2(z)}{\hat{A}_2(z)}
\end{bmatrix}
\]

for the coupled *ARMA* models without delay, and

\[
H(z) = \begin{bmatrix}
\frac{\hat{B}_1(z)}{z\hat{A}_1(z)} & \frac{\hat{D}_1(z)}{z\hat{A}_1(z)} \\
\frac{\hat{B}_2(z)}{z\hat{A}_2(z)} & \frac{\hat{D}_2(z)}{z\hat{A}_2(z)}
\end{bmatrix}
\]

for the coupled *ARMA* models with pure delay.
The coefficients of the polynomials ARMA models \( \tilde{A}_1, \tilde{A}_2, \tilde{B}_1, \tilde{B}_2, \tilde{D}_1, \) and \( \tilde{D}_2 \) are computed by the algorithm during the identification process based on the available experimental input-output data set. The above transfer matrix representations of the ARMA models will be used in Chapter 6 to implement a MIMO real-time robust control strategy using standard \( H^\infty \) control techniques.

### 3.1.1.3 Linear State-Space Representation

Alternatively, a discrete-time state-space representation of the PGS may be expressed as

\[
x(k + 1) = A_G x(k) + B_G u(k) + w(k)
\]

\[
y(k) = C_G x(k) + D_G u(k) + v(k)
\]

where

\[
x(k) = \begin{bmatrix} x_1(k) \\ x_2(k) \\ x_3(k) \\ x_4(k) \end{bmatrix},
\]

\[
u(k) = \begin{bmatrix} u_1(k) \\ u_2(k) \end{bmatrix}
\]

and

\[
y(k) = \begin{bmatrix} y_1(k) \\ y_2(k) \end{bmatrix}
\]

represent the state vector, input vector, and the output vector of the PGS system, respectively. For this representation we set \( x_2 = y_1 \) and \( x_4 = y_2 \) to give some physical significances to the \( x_i \)'s, \( i = 1, ..., 4 \). Furthermore, \( w(k), v(k) \) are uncorrelated (for Linear Quadratic Gaussian control algorithm developed in Section 4.2) or correlated (for stochastic adaptive control algorithm developed in Section 4.3) zero-mean Gaussian random vectors representing the effects of process fluctuations and measurement noise, respectively, i.e.,

\[
E(w) = E(v) = 0, \quad E(ww^T) = Q_w \quad \text{(covariance matrix of } w(k), \text{ a symmetric positive definite matrix)}, \quad E(vv^T) = R_v \quad \text{(covariance matrix of } v(k), \text{ a symmetric positive definite matrix)}, \quad \text{and } E(wu^T) = R_{wv} \quad \text{(cross-correlation matrix, and } R_{wv} = 0 \text{ for } w \text{ and } v \text{ uncorrelated}).
\]

Based on the available experimental input-output data set the
following values for the matrices are obtained:

\[ A_G = \begin{bmatrix} 0 & 0.3846 & 0 & 0 \\ 1 & 0.4571 & 0 & 0 \\ 0 & 0 & 0 & 0.0927 \\ 0 & 0 & 1 & 0.8511 \end{bmatrix}, \quad B_G = \begin{bmatrix} 0.4108 & 0.0654 \\ 2.7029 & -0.0604 \\ -0.0005 & 0 \\ -0.0035 & 0.0001 \end{bmatrix}, \]

\[ C_G = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad D_G = \begin{bmatrix} -1.0683 & 0.175 \\ -0.0059 & 0.00035 \end{bmatrix}. \]

The above representation is used in Chapters 4-7 to implement multivariable adaptive control strategies based on the minimization of a quadratic cost function, Linear Quadratique Gaussian (LQG)-scheme, stochastic minimum variance adaptive control (SMVAC), intelligent and robust control.

### 3.1.2 Simulations and Model Validation

In order to determine if the models represent a good approximation to the physical system, experimental tests are performed. The models were identified by exciting both system actuators together, i.e., varying throttle valve opening and RF power simultaneously. In principle, our linear models should predict the response to small simultaneous variations in the actuators (1%-5% of their set points) with the same fidelity as they predict the response to individual variations. For the operating point were selected the following values of the RF power, pressure and flow rate: 1000 Watts, 20 mTorr, and 30 sccm. In practice, however, the models may fail to accurately describe the system response due to neglected effects of nonlinearities of the plasma process and actuators. Physical limitations for the throttle valve created by the mechanical problems experienced during the opening represent one of the main source of this failure.

Using Matlab subroutines from the System Identification Toolbox open-loop sim-
ulations were performed for each model to see if the models match well with the experimental input-output data set (the second half of the data set was used to serve as validation data). The first half of the data set was used to estimate the coefficients of the models. During the identification process, after several experiments, it was possible to conclude that the lowest order ARMA models yielding stable results that match well the experimental input-output data set was the second-order models. For each model two cases were studied:

(i) with pure delay, and

(ii) without delay.

The results of these simulations are synthesized in Table 3.1, and presented in Figures 3.2-3.21. In this table we present for each model the standard deviation errors between the model and the experimental data set for $V_{bias}$ and fluorine concentration $[F]$ ($e$).

The coupled PGS models with pure delay represented in Figures 3.2-3.3 fit experimental input-output data set with the standard deviation errors $e = 3.839$ [Volts] for $V_{bias}$, and $e = 0.014$ [%] for $[F]$, and the coupled PGS models without delay represented in Figures 3.6-3.7 fit the same data with the standard deviation errors $e = 4.09$ [Volts] for $V_{bias}$, and $e = 0.014$ [%] for $[F]$. The decoupled PGS models with pure delay represented in Figures 3.4-3.5, 3.8-3.9 fit the experimental input-output data set with the standard deviation errors $e = 11.996$ [Volts] for $V_{bias}$, and $e = 0.0143$ [%] for $[F]$.

<table>
<thead>
<tr>
<th>Linear ARMA PGS models</th>
<th>$V_{bias} e$ [Volts]</th>
<th>$[F] e$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coupled models with delay</td>
<td>3.839</td>
<td>0.014</td>
</tr>
<tr>
<td>Coupled models without delay</td>
<td>4.09</td>
<td>0.014</td>
</tr>
<tr>
<td>Decoupled models with delay (cross-couplings)</td>
<td>11.996</td>
<td>0.143</td>
</tr>
<tr>
<td>Decoupled models with delay (direct-couplings)</td>
<td>9.465</td>
<td>0.1</td>
</tr>
<tr>
<td>Decoupled models without delay</td>
<td>12.0007</td>
<td>0.142</td>
</tr>
</tbody>
</table>

Table 3.1: Performance comparison for the linear ARMA models.
[\%] for \([F]\), respectively \(e = 9.465\) [Volts] for \(V_{bias}\), and \(e = 0.1\) [\%] for \([F]\). The decoupled PGS models without delay depicted in Figures 3.10-3.11 fit the same data with the standard deviation errors \(e =12.007\) [Volts] for \(V_{bias}\), and \(e = 0.0142\) [\%] for \([F]\). Good accuracy for these models is obtained if the maximum magnitude of the deviation error \(e\) doesn’t exceed 10 Volts (3\% of the \(V_{bias}\) setting point) for \(V_{bias}\) and 0.1\% for \([F]\) (7\% of \([F]\) setting point). These statistics reveal that the best match of the experimental input-output data set is performed by the coupled PGS models with pure delay closely followed by the PGS models without delay (almost the same standard deviation errors) and decoupled (direct-couplings) PGS models with pure delay which yield the smallest standard deviation errors with respect to their maximum magnitude. For this reason, we can use one of the first two coupled PGS models to build our MIMO real-time control strategies presented in details in Chapters 4-7, and decoupled PGS models with delay to build PI self-tuning control strategy in Section 4.1.3.

To test the fidelity of our models in describing simultaneous actuator variations, two simultaneous pseudo-random binary signals (PRBS) were applied to the actuators as depicted in Figures 3.12-3.21. The mismatch in Figures 3.5-3.15 can be explained by a weak cross-couplings between the input and output variables of the PGS plant. The spikes and the small discontinuities in some of these figures are due to the spikes existing in the experimental data set. The PRBS applied to the throttle position for the coupled PGS models with and without delay represented in Figures 3.12-3.13, and Figures 3.16-3.17, respectively was given a slower switching rate because the dynamics associated with the throttle are slower than those associated with the power input.
(a) Coupled case with pure delay:

Figure 3.2: The performance of the coupled PGS model with pure delay on the $V_{bias}$ for the open-loop system.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.3: The performance of the coupled PGS model with pure delay on $[F]$ for the open-loop system.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.4: The performance of the decoupled PGS model with pure delay on the $V_{bias}$ (cross-couplings: $V_{bias} - RF\, power$) for the open-loop system. Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.5: The performance of the decoupled PGS model with pure delay on $[F]$ (cross-couplings: $[F] - throttle\, position$) for the open-loop system. Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.6: The performance of the coupled PGS model without delay on the $V_{bio}$ for the open-loop system.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.7: The performance of the coupled PGS model without delay on $[F]$ for the open-loop system.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.8: The performance of the decoupled PGS model with pure delay on the \( V_{bias} \) for open-loop system (\( V_{bias} - \) throttle position).
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.9: The performance of the decoupled PGS model with pure delay on \([F]\) for the open-loop system (\([F] - RF\) power).
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.10: The performance of the decoupled PGS model without delay on the $V_{bias}$ for the open-loop system.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.11: The performance of the decoupled PGS model without delay on $[F]$ for the open-loop system.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.12: The open-loop system response to simultaneous PRBS inputs of the coupled PGS model with pure delay, $V_{bias}$. Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.13: The open-loop system response to simultaneous PRBS inputs of the coupled PGS model with pure delay, $F$. Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.14: The open-loop system response to simultaneous PRBS inputs of the decoupled PGS model with pure delay (cross-couplings), $V_{bias}$.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.15: The open-loop system response to simultaneous PRBS inputs of the decoupled PGS model with pure delay (cross-couplings), $[F]$.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.16: The open-loop system response to simultaneous PRBS inputs of the coupled PGS model without delay, $V_{bias}$.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.17: The open-loop system response to simultaneous PRBS inputs of the coupled PGS model without delay, $F$.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.18: The open-loop system response to simultaneous PRBS inputs of the decoupled PGS model with pure delay, $V_{bias}$.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
Figure 3.19: The open-loop system response to simultaneous PRBS inputs of the decoupled PGS model with pure delay, [F].
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

3.2 Control System Analysis Techniques

In this section, we develop some techniques to measure the interactions between the input and output system variables to determine suitable pairs among them, namely we consider Relative Gain Array (RGA) and Singular Value Decomposition (SVD) techniques. By taking into account these interactions, we are able to build more appropriate MIMO models in coupled or decoupled forms as described in the Section 3.1.

3.2.1 Relative Gain Array (RGA)

This technique uses an interaction measure as a tool for the design of multivariable control systems to overcome theoretical and practical deficiencies of the system matrix representation. The term interaction is used here because in practice it is often desirable to control multivariable processes as if they were made up of isolated single variable processes. The resulting loops are in interaction with each other. An
Figure 3.20: The open-loop system response to simultaneous PRBS inputs of the decoupled PGS model without delay, $V_{bias}$.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.

Figure 3.21: The open-loop system response to simultaneous PRBS inputs of the decoupled PGS model without delay, $[F]$.
Legend: (a) model output; (b) experimental data set; (c) representation error performance.
interaction measure attempts to answer the question: how is the measured transfer function between a given manipulated variables (power and throttle position) and a given controlled variables ($V_{bias}$ and $[F]$) affected by the complete control of all other controlled variables. The measure taken to answer this question is the product of two gains representing the process gain in an isolated loop and the apparent process gain in the same loop when all other control loops are closed [3]. The first gain is the steady-state gain in open-loop and is given by

$$H(1) = \{h_{ij}\}_{i=1,...,n,j=1,...,n} = \lim_{z \to 1} H(z)$$

(3.24)

where $H(z)$ is the matrix transfer function of the PGS of dimension $n \times n$. Let us now set

$$\Gamma(1) = H^{-1}(1) = \{\gamma_{ij}\}_{i=1,...,n,j=1,...,n}$$

(3.25)

which represents the second steady-state gain matrix.

An input-output control loop is said to be noninteracting with other loops in a process if the steady-state gain of the loop is relatively insensitive to whether other loops are open or closed [3]. The "relative gain" was formulated by Bristol [22] as:

$$\mu_{ij} = h_{ij}\gamma_{ji}$$

(3.26)

The matrix of all relative gains for a process represents the RGA defined according to:

$$RGA = \{\mu_{ij}\}_{i=1,2,j=1,2}$$

(3.27)

This matrix is used to determine the pairings of manipulated and controlled variables.
in single loops (SISO) such that the relative gains of the input-output pairings are positive and close to unity. Several properties of the RGA [3], [23] that are worth noting are as follows:

(i) The sum of any row or column is equal to unity.

(ii) Reordering the rows or columns of the steady-state gain matrix results in the same reordering of RGA.

(iii) The RGA is not affected by scaling of process inputs or outputs.

(iv) If the steady-state gain matrix is triangular or diagonal, then the corresponding RGA is the identity matrix.

(v) Measures much larger than one imply a "nearly" singular gain matrix.

(vi) The transfer function between $y_i$ and $u_j$ with all other loops closed will be non-minimum phase if $\mu_{ij}$ is negative.

(vii) A SISO closed-loop system controlled by a negative feedback controller must be stable if the controller is assigned to variable pairs with positive measure. The same system with negative measure will be stable only if the loop has positive feedback.

The above measure can serve as a design tool to select preferred processes and to specify the control structure once a process is selected. The control structure is specified by one to one pairing of the controlled and manipulated variables as a basis for control. The above properties suggest that the measure corresponding to the paired variables should be positive and as close as possible to one, negative numbers or much larger than one being particularly undesirable. The above design procedure is simple to use. Using this technique, we can simplify the structure of the model by
decoupling it into SISO closed loops. For these models we can perform many feedback control system strategies or we can adapt easily the existing control strategies from the literature. However, it is possible in some situations that these simplifications can lead to poorly conditioned systems, and for this reason one has to find alternative multivariable feedback control strategies for the MIMO systems.

By applying the above definitions to our PGS system under investigation, we obtain the following steady-state gains in open-loop for the **coupled case with delay**:

\[
H_d(1) = \begin{bmatrix}
1.8 & 0.1994 \\
-0.0766 & 0.0018
\end{bmatrix}
\]  

(3.28)

and for the **coupled PGS model without delay**, we get:

\[
H(1) = \begin{bmatrix}
13.4106 & 0.2027 \\
-0.0776 & 0.0017
\end{bmatrix}
\]  

(3.29)

where \(H(1)\) and \(H_d(1)\) are calculated by replacing \(z = 1\) in the expressions of the transfer matrices given by (3.20)-(3.21).

The relative gain matrices \(RGA_d\) (with delay) and \(RGA\) (without delay) become, respectively:

\[
RGA_d = \begin{bmatrix}
0.1750 & 0.8250 \\
0.8250 & 0.1750
\end{bmatrix}
\]  

(3.30)

\[
RGA = \begin{bmatrix}
0.5917 & 0.4083 \\
0.4083 & 0.5917
\end{bmatrix}
\]  

(3.31)

From the \(RGA_d\) matrix we can see that the recommended pairings for PGS are found to occur on the off diagonal elements (positive and close to one), namely **throttle position** controls **fluorine concentration** \([F]\), **power** controls \(V_{bias}\) for the **coupled case**.
with pure delay. For the coupled case without delay, we observe the difficulty in the interaction between input and output variables. In this last case throttle position controls $V_{\text{bias}}$ and power controls fluorine concentration $[F]$. Therefore, in the first case we can use a decoupled control structure with two SISO loops acting as two independent loops. The control strategies clearly now become simpler compared to the MIMO coupled case.

### 3.2.2 Singular Value Decomposition Method (SVD)

In [3] SVD was used as a technique that requires only steady-state gain information, namely

$$G = H(1) = U \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} V^T$$

(3.32)

where $H(1)$ is given in (3.24). $U$ is an $m \times m$ orthogonal matrix for which the columns are eigenvectors of $GG^T$, $\Sigma$ is the singular value matrix of $r$ singular values ($\sigma_i$) in descending order ($\sigma_i$'s are positive square roots of the non-zero eigenvalues of $G^T G :$ non-zero eigenvalues of $G^T G = $ non-zero eigenvalues of $GG^T$), and $V$ is an $n \times n$ orthogonal matrix, for which the columns are eigenvectors of $G^T G$.

If $G$ is the matrix of steady-state gains between the manipulated and controlled variables, then $\sigma_i$ represents the ideal decoupled gain of the open-loop process between manipulated and controlled variables for the direction $i$ [3]. This technique can be applied to either square or non-square systems, whereas the RGA can be applied only to square systems. The additional information that is obtained from SVD is the condition number of the steady-state gain matrix as the ratio of the largest and the smallest singular values. The condition number is used to identify the potential problems for controlling a process since it is a measure of the coupledness of the control.
problem. A large condition number indicates the high sensitivity of the system. When the relative sensitivity in one multivariable direction is low, then a complete control objective cannot be met. Since RGA does not provide conclusive evidence of the nature of the interactions between the loops it is preferred to explore the use of SVD techniques in our problem. As an illustration, for our with delay system we have

\[
Y_d = \begin{bmatrix}
0.9991 & 0.0419 \\
-0.0419 & 0.9991
\end{bmatrix}, \quad \Sigma_d = \begin{bmatrix}
1.8126 & 0 \\
0 & 0.0102
\end{bmatrix}
\]

\[
U_d = \begin{bmatrix}
0.993 & -0.109 \\
0.109 & 0.993
\end{bmatrix}
\]

(3.33) \quad (3.34) \quad (3.35)

We conclude that the resulting condition number \((H_d) = 177.7058\), which is relatively large and indicates a poorly conditioned process. Also, for the without delay case, we have

\[
Y^* = \begin{bmatrix}
1 & 0.0058 \\
-0.0058 & 1
\end{bmatrix}, \quad \Sigma = \begin{bmatrix}
13.4124 & 0 \\
0 & 0.0029
\end{bmatrix}
\]

\[
U = \begin{bmatrix}
0.9999 & -0.0151 \\
0.0151 & 0.9999
\end{bmatrix}
\]

(3.36) \quad (3.37) \quad (3.38)

and the resulting condition number \((H) = 4624.9655\), which is even larger than the previous case, indicating a more poorly conditioned process.

The source of the above problem is revealed by studying the right singular matrices \((U_d^T, U^T)\), that is
This structure represents the transformation of the input vector \( u \in U \) whose space \( U \) is defined by the set of vectors \((U_1, U_2)\) (the rows of the matrix \( U^T \)) into an output vector \( y \in Y \) whose space \( Y \) is generated by the set of orthonormal vectors \((Y_1, Y_2)\) (the columns of the matrix \( Y \)), where

\[
U_1 = d_{11} u_1 + d_{12} u_2, \text{ is the most sensitive (best) control direction,} \\
U_2 = d_{21} u_1 + d_{22} u_2, \text{ is the worst control direction, independent of } U_1. \\
Y_1 = c_{11} y_1 + c_{12} y_2, \text{ is the most sensitive observed direction, and} \\
Y_2 = c_{21} y_1 + c_{22} y_2, \text{ is the least observable direction, independent of } Y_1. \[3\]

The above formulation can be summarized as follows:

Inputs: \[
\begin{bmatrix}
\text{throttle position} & \text{power}
\end{bmatrix} =
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix}
\]

Outputs: \[
\begin{bmatrix}
V_{bias} \\
\text{fluorine concentration}
\end{bmatrix} =
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix}
\]

\[
U^T = \begin{bmatrix}
0.9999 & 0.0151 \\
-0.0151 & 0.9999
\end{bmatrix} =
\begin{bmatrix}
U_1 \\
U_2
\end{bmatrix} \Rightarrow \text{Inputs}
\]

\[
Y = \begin{bmatrix}
1 & 0.0058 \\
-0.0058 & 1
\end{bmatrix} =
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix} \Rightarrow \text{Outputs}
\]

SVD can also be used to determine suitable control loop pairings \([12], [3]\), namely the so-called natural loop pairings. The best controllable direction is paired with
the best observable direction and the worst controllable direction is paired with the least observable direction. Therefore $Y_1$ is paired with $U_1$ and $Y_2$ is paired with $U_2$. In addition each principal component direction is assumed to be composed of only one space dimension, i.e., only one component of each vector $Y_i$ or $U_i$ is one, and all other components are equal to zero, namely

$$Y_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad Y_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad U_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad U_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$ Since this situation is rarely met in reality, therefore, in practice, the space variable with the largest coefficient is taken to be the only component. If some or all of the coefficients have nearly equal values, then using a control structure with SISO loops will result in an unsatisfactory response. In our system, for both cases, throttle position would be paired with $V_{bias}$, and RF power with the $[F]$, and so for the first case with delay we get a result that is opposite to the one obtained using the RGA technique and for the second case i.e., without delay, we obtain the same result. The last principal component of $U_d$ and $U$ is composed entirely of RF power (one coefficient in $U_d$ is close to unity (0.993) and the other is near zero (0.1099) and one coefficient in $U$ is closed to unity (0.9999) and the other is near zero (0.0151), and has a singular value ($\sigma_2 = 0.0102$ for the first case and $\sigma_2 = 0.0029$ for the second case). Thus, the system is relatively unaffected by RF power and the control objectives ($V_{bias}$ and fluorine concentration $[F]$) cannot be achieved. This method reveals that the first case with delay is better than the second one without delay. However, both SISO ARIMA models still remain incapable of capturing all the dynamics of the PGS and of reflecting accurately the physical phenomenon within the reactive ion etching plasma process.
3.3 Nonlinear Models: RIE Neuromodels

Process modelling permits an engineer to manipulate and optimize the process efficiency with a minimum amount of experimentation. An accurate process model offers a competitive edge in today’s complex and competitive semiconductor manufacturing. As discussed in the previous sections, precise modelling of the RIE from a fundamental physical standpoint is difficult due to the extremely complex nature of particle dynamics within a plasma. Recently, empirical RIE models derived from neural networks [2], [16], [14] have been shown to exhibit superior performance in accuracy, predictive capability, and robustness over more traditional statistical approaches (regression methods). Neuromodel predictions of the RIE process outputs are used in conjunction with genetic algorithms and other optimization techniques to optimize the etching process performance and for recipe synthesis.

One of our goals in this thesis is to determine an appropriate neuromodel for the highly complex PGS that takes into account the nonlinearity of the actuator (throttle value). The experimental input-output data set will be used to train feedforward neural networks using an error backpropagation algorithm. We will focus our attention on matching model predictions with measurements for network learning and generalization. For this purpose our proposed neural networks consist of three layers configured in different architectures, ranging from a 2-10-2 network to a 4-10-2 and 6-10-2 structures all being trained by the Levenberg-Marquardt backpropagation error algorithm [24].

Even though a simple steepest descent gradient algorithm can be efficient, there are situations when moving the weights within a simple learning step along the negative gradient vector by a fixed proportion will yield a minor reduction of error. For flat error surfaces for instance, too many steps may be required to compensate for
small gradient values. Furthermore, the error contours may not be circular and the gradient vector may not point toward the minimum. To avoid these situations one may replace the gradient descent method by the Gauss-Newton optimization method, which uses the second derivative of the error function $E$, namely its Hessian matrix $H(w) = \nabla^2_w E = \nabla(\nabla_w E)$. To update the weights, a recursive Gauss-Newton optimization algorithm may be expressed in the following matrix form

$$W^{(i)} = W^{(i-1)} - \gamma[H(w^{(i-1)})]^{-1}(\nabla_w E)$$  \hspace{1cm} (3.39)

Because the Hessian matrix may be singular, it can be made invertible by using the Levenberg-Marquardt relaxation as follows:

$$\hat{H}(w) = H(w) + \mu I$$  \hspace{1cm} (3.40)

where $\mu$ is a relaxation parameter and $I$ is an identity matrix. The Levenberg-Marquardt algorithm is preferred for a small number of weights because the computational speed of the inverse Hessian matrix decreases when the number of the weights increases. Otherwise, the steepest descent optimization algorithm is preferred.

The backpropagation algorithm attempts to minimize the error between the output of the network when compared to the target or the desired response. The number of hidden neurons and layers are varied to provide optimal network performance.

The development of an optimal neural network structure is complicated by the fact that backpropagation networks contain several adjustable parameters for which the optimal values are initially unknown. These include structural parameters (such as the number of hidden layer neurons, initial weights and biases) as well as learning parameters (such as the learning rate, momentum, and error goal). The learning rate determines the speed of convergence by regulating the step size. However, the
network may settle far away from the global minimum of the error surface if the learning rate is too large. On the other hand, smaller rates can ensure stability of the network by diminishing the gradient of noise in the weights, but result in longer training times [2], [14]. For this reason the algorithm is improved by introducing an adaptive learning scheme which decreases considerably the training time.

A smaller training tolerance usually increases learning accuracy, but can also result in less generalization capability as well as longer training time [2], [14]. Conversely, a larger tolerance enhances convergence speed at the expense of accuracy in learning. It is shown in the literature that a single hidden layer is sufficient for learning any function, but the number of hidden neurons can grow without a bound [16]. This of course, may result in a network with a large number of connections which defeats the main purpose of having an accurate prediction. By increasing the number of hidden layers, each consisting of sigmoidal nodes, the complexity of the network can increase more rapidly than the number of connections. The optimum network architecture should have a minimum number of connections and produces a low cross-validation error.

Development of neural network models typically consists of considerable training and testing. The objective is to find a network that will perform well on the test data. For the training set we will select the first half of the experimental input-output data set to update the weight matrices and use the other half as the test set. Network performance is measured by the root mean squared error, $\sigma$ which is given by:

$$\sigma = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$

(3.41)

where $n$ is the size of the test set, $y_i$ is the measured value of the output, and $\hat{y}_i$ is the response provided by the neural networks.
All the neural network architectures proposed in this section are trained on the experimental data set to learn the mapping from inputs to outputs of the process model. A small network with only ten hidden neurons was sufficient to generate this mapping. To avoid overfitting we limited the number of neurons to the fewest as possible as long as the network converges to the desired error level. The training was terminated once the error goal was achieved.

The input variables to the neural network models are \( u_1 = \text{throttle valve position} \) and \( u_2 = \text{RF power} \) and the outputs are \( y_1 = V_{\text{bias}} \) induced and \( y_2 = \text{fluorine concentration} \) \([F]\). Present values of the output variables or delayed output and input variables can also be used as inputs to the model, depending on the complexity of the representation of the PGS considered.

Our proposed four neuromodel structures are described in detail below:

(i) \textit{nonlinear static model} \((2-10-2)\). The neural network objective is to represent a static model of the PGS which is assumed to be expressed as a nonlinear function \( f \) where \( u(k) = \begin{bmatrix} u_1(k) \\ u_2(k) \end{bmatrix} \), \( y(k) = \begin{bmatrix} y_1(k) \\ y_2(k) \end{bmatrix} \), and

\[
y(k) = f(u(k))
\]

(ii) \textit{nonlinear first-order model} \((4-10-2)\). In this case the delayed plant output \( y(k - 1) \) is used in addition to the present plant input \( u(k) \) as input variables i.e., the dynamic input-output model is assumed to be expressed as a recursive equation of first-order

\[
y(k) = f(y(k - 1), u(k))
\]

(iii) \textit{nonlinear second-order model} \((6-10-2)\). In this case the delayed plant outputs \( y(k - 1), y(k - 2) \) are used in addition to the plant input \( u(k) \) as input vectors,
i.e., the dynamic input-output model is assumed to be expressed as a recursive equation of second-order

\[ y(k) = f(y(k - 1), y(k - 2), u(k)) \]  \hspace{1cm} (3.44)

(iv) nonlinear first-order model (6-10-2) with delayed input vector \( u(k-1) \). In this case the delayed output \( y(k - 1) \) and the delayed input \( u(k - 1) \) are used in addition to the plant input \( u(k) \) as input vectors, i.e.,

\[ y(k) = f(y(k - 1), u(k), u(k-1)) \]  \hspace{1cm} (3.45)

The results of the simulations presented in the next section show that the last two neuromodel representations yield the best performance due to the presence of their internal feedback and the delayed input signals as input vectors to the networks.

After constructing the neural network-based models we are now able to develop neurocontrollers that must meet the following performance objectives for the closed-loop system:

(i) tracking the reference target without delay,

(ii) preventing disturbances from influencing the output, and

(iii) rejecting noise, i.e., not responding to spurious fluctuations.

It is known that objectives (i) and (iii) are sometimes mutually exclusive. In other words, a neurocontroller that improves both the speed of the response and rejects noise is, in general, very challenging to design.
Table 3.2: Performance comparison for the neuromodels.

<table>
<thead>
<tr>
<th>Neuromodel</th>
<th>$V_{bias}$ [Volts]</th>
<th>$F$ [e [Volts]]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static representation</td>
<td>2.99289</td>
<td>0.0256</td>
</tr>
<tr>
<td>First-order</td>
<td>1.387</td>
<td>0.0159</td>
</tr>
<tr>
<td>Second-order</td>
<td>1.3516</td>
<td>0.0121</td>
</tr>
<tr>
<td>First-order with delayed input</td>
<td>1.387</td>
<td>0.0172</td>
</tr>
</tbody>
</table>

3.4 Neuromodel Simulation Results

In this section we design several neuromodels capable of learning and generalizing accurately the highly nonlinear dynamics of the PGS plant in open-loop. The results of the training phase and the capability of the neural network models to learn and represent the experimental input-output data set are presented below. In Table 3.2 we synthesize the performance of these neuromodels represented by the standard deviation errors between the models and the experimental data set ($e$). The nonlinear static model network fit the experimental input-output data set (not shown) in the testing phase with the standard deviation errors of $e = 2.99289$ [Volts] for $V_{bias}$ and $e = 0.0256$ [%] for $F$. The nonlinear first-order model network fit the same data with the standard deviation errors of $e = 1.387$ [Volts] for $V_{bias}$ and $e = 0.0159$ [%] for $F$. The best fit is performed by the nonlinear second-order model network depicted in Figures 3.26-3.27 which fit the experimental input-output data with the smallest standard deviation errors of $e = 1.3516$ [Volts] for $V_{bias}$ and $e = 0.0121$ [%] for $F$. Finally, the nonlinear first-order model network with delayed control results in standard deviation errors of $e = 1.387$ [Volts] for $V_{bias}$ and $e = 0.0172$ [%] for $F$. The maximum magnitude of these standard errors is the same as for linear ARMA models developed in Section 3.111.
3.5 Summary

In this chapter, we have developed four linear and four nonlinear models for the PGS process. In the decoupled PGS models, we can consider the multivariable PGS plant as two independent SISO loops, for which we will develop in Chapter 4 a real-time feedback control strategy, namely a PI self-tuning adaptive controller. To determine suitable pairs between the input variables and the output variables, we used RGA and SVD techniques. Using the coupled PGS models with pure delay in state-space representation, we will develop later real-time multi-input multi-output (MIMO) control strategies such as Linear Quadratic Gaussian (LQG) control (Section 4.2), stochastic minimum variance adaptive control (Section 4.3) and robust control (Chapter 7). The neuromodels will be used in Chapter 5 to build four real-time neurocontrol strategies which will ensure the stability, good tracking error and robustness of the RIE system in closed-loop.

As a consequence of our model validation results, by computing the standard deviation errors between the model output and the measured output, we can conclude that the ARIMA models (i), (ii) provide accurate fit of the experimental input-output data sets and work well in a small operating range. The nonlinear models such as neural network models (i)-(iv) work well in larger operating range, and capture the nonlinearities of the actuators and the plant.

Among the important problems investigated here are the optimization of the architecture of the neural networks and the type of networks used to obtain a good fit with the experimental input-output data set. The training used for determining the neural network models of the RIE system is based on dynamic/static backpropagation using the Levenberg-Marquardt algorithm.
Figure 3.22: Generalization results for the nonlinear static representation for the $dc V_{bias}$.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 3.23: Generalization results for the nonlinear static representation for the fluorine concentration $[F]$.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
Figure 3.24: Generalization results for the nonlinear first-order representation for the \( dc \) Viia.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 3.25: Generalization results for the nonlinear first-order representation for the fluorine concentration \([F]\).
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
Figure 3.26: Generalization results for the nonlinear second-order representation for the $dc V_{bias}$.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 3.27: Generalization results for the nonlinear second-order representation for the fluorine concentration $[F]$. 
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
Figure 3.28: Generalization results for the nonlinear first-order representation with control delayed for the dc $V_{bias}$.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 3.29: Generalization results for the nonlinear first-order representation with control delayed for the fluorine concentration $[F]$. 
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
Chapter 4

MIMO Feedback Control Strategies

4.1 Adaptive Controllers Based on Quadratic Cost Function Minimization

4.1.1 Introduction

Automatic tuning of controllers for industrial processes has received both theoretical and practical interest for many years. Self-tuning control is one approach to the automatic tuning problem. A self-tuning controller has three main elements:

(i) A standard feedback law in the form of a difference equation that acts upon a set of values such as the measured output and feedforward signals and the current set-point to provide the new control action,

(ii) A recursive parameter estimator that monitors the plant’s inputs and outputs and computes an estimate of the plant dynamics in terms of a set of parameters in a prescribed structural model, and

(iii) The parameter estimates that are fed into a control design algorithm which then provides a new set of coefficients for the feedback law. The control design
algorithm simply accepts current estimates and ignores their uncertainties.

Appropriate modifications to the basic algorithms and their relative robustness are still open topics for current research. The application of self-tuning control strategies started with the development of self-adaptive systems in the aircraft industry for changing flight conditions. The usefulness of linear adaptive control techniques is still debated in the control system community. The principal reason is that all controlled processes for which linear adaptive control systems might be suitable are essentially nonlinear and stochastic, and therefore difficult to control and to analyse. If they were not nonlinear they could be optimally controlled by classical linear controllers; and if they were not in some way uncertain, or stochastic, there would be no need for learning in the form of self-adjustment or estimation of coefficients. Nonlinear, stochastic problems are difficult to study analytically because, there can be in general no analytic solutions to them. In particular no general design procedures are available for designing controllers for nonlinear stochastic processes.

Self-tuning control techniques can be classified into two main categories:

(i) explicit method, where the process model is used and the control is based on estimated model parameters which do not directly appear in the control law. At each sampling interval, the parameters in the process model are estimated recursively from input-output data of the PGS and the controller parameters are then updated as shown in Figure 4.1. This approach is the basis for the self-tuning control approach. The dynamic model is assumed to be either a linear input-output difference equation or a linear discrete-time state space representation with constant parameters. The parameter estimator is designed based on the RLS algorithm. The controller is designed in such a way that it minimizes a quadratic cost function with the form given by (4.3)-(4.4) [22].

(ii) implicit methods where the process model is converted into a predictive form
that allows the future process output to be predicted from the current and past values of the input and output variables by using a predictive model as shown in Figure 4.1. In this case, the control law parameters are directly updated from the input-output measurements.

In this figure, the blocks *Calcul 1* and *Calcul 2* represent the subroutines for the *RLS* procedure, and the *low pass Filter 1* and *Filter 2* blocks are used to filter the white noises $e_1$ and $e_2$. These filters have the same significance as $N_1$ and $N_2$ defined in the Chapter 3, equation (3.1).

### 4.1.2 Design of the Predictive Models of the PGS

In this section, we design an adaptive *self-tuning* controller based on minimization of a quadratic cost function described by equations (4.3), (4.4), known in the literature as minimum variance control, or minimum regulation [22].

Minimum variance control [25], [22] is applied here to our *decoupled PGS models with pure delay (direct – couplings)* represented in the Figures 3.8-3.9 to compare with other advanced control algorithms such as neurocontrollers and robust controllers.
that are developed subsequently in the thesis. The process model can first be written in the predictive form [25]:

\[
\begin{align*}
y_1(k + 1) &= \frac{B_1}{A_1}u_1(k) + \frac{C_1}{A_1}\Delta e_1(k + 1) \\
y_2(k + 1) &= \frac{B_2}{A_2}u_2(k) + \frac{C_2}{A_2}\Delta e_2(k + 1)
\end{align*}
\]

(4.1) (4.2)

where

\[
\begin{align*}
y_1, y_2 & \text{ are defined as } y_1 - y_{1sp}, y_2 - y_{2sp} \\
u_1, u_2 & \text{ are defined as } u_1 - u_{1sp}, u_2 - u_{2sp}
\end{align*}
\]

\[
\begin{align*}
y_{1sp}, y_{2sp}, u_{1sp}, u_{2sp} & \text{ denoting the steady-state values of } y_1, y_2, \text{ and } u_1, u_2,
\end{align*}
\]

respectively.

The objective is to design two controllers that minimize the following cost functions:

\[
\begin{align*}
\min J_1 &= E \{ \hat{y}_1(k + 1)^2 + r_1\Delta u_1(k)^2 \} \\
\min J_2 &= E \{ \hat{y}_2(k + 1)^2 + r_2\Delta u_2(k)^2 \}
\end{align*}
\]

(4.3) (4.4)

where \( \hat{y}_1(k + 1), \hat{y}_2(k + 1) \) represent the one step ahead (given by the pure delay) predicted values of the \( V_{bias} \) and fluorine concentration \( [F] \) computed by the RLS estimation algorithm [35], [26], [27], [22], [25]. The model of the process (4.1)-(4.2) can be rewritten in the form indicated in [22], [25] as:

\[
\begin{align*}
A_1\Delta y_1(k + 1) &= B_1\Delta u_1(k) + E_1A_1\Delta e_1(k) + F_1e_1(k) \\
A_2\Delta y_2(k + 1) &= B_2\Delta u_2(k) + E_2A_2\Delta e_2(k) + F_2e_2(k)
\end{align*}
\]

(4.5) (4.6)

where

67
\[ \Delta y_i(k+1) = y_i(k+1) - y_i(k), \quad \Delta u_i(k+1) = u_i(k+1) - u_i(k), \quad \Delta e_i(k+1) = e_i(k+1) - e_i(k), \quad i = 1, 2, \]
represent the first order difference of the output, input, and error, respectively, and the polynomials \( F_1, F_2, E_1, E_2 \) are of degrees \( n_{f_1}, n_{f_2}, n_{e_1}, n_{e_2} \), and satisfy the Diophantine equations [22]:

\[ C_1 = E_1 A_1 \Delta + F_1 z^{-1} \]  \hspace{1cm} (4.7)
\[ C_2 = E_2 A_2 \Delta + F_2 z^{-1} \]  \hspace{1cm} (4.8)

where:

\[ E_1(z^{-1}) = 1 + \sum_{n=1}^{n_{e_1}} e_{1n} z^{-n} \]  \hspace{1cm} (4.9)
\[ E_2(z^{-1}) = 1 + \sum_{n=1}^{n_{e_2}} e_{2n} z^{-n} \]  \hspace{1cm} (4.10)
\[ F_1(z^{-1}) = 1 + \sum_{n=0}^{n_{f_1}} f_{1n} z^{-n} \]  \hspace{1cm} (4.11)
\[ F_2(z^{-1}) = 1 + \sum_{n=0}^{n_{f_2}} f_{2n} z^{-n} \]  \hspace{1cm} (4.12)

with \( n \) representing the time delay in the closed-loop, and
\[ n_{e_1} = n_{e_2} = n - 1(= 0 \text{ for pure delay}), \quad n_{f_1} = \max(n_{a_1}, n_{e_1} - n), \]
\[ n_{f_2} = \max(n_{a_2}, n_{e_2} - n). \]

Therefore, the model of the process reduces to

\[ y_1(k+1) = \frac{B_1 E_1}{C_1} \Delta u_1(k) + \frac{F_1}{C_1} y_1(k) \]  \hspace{1cm} (4.13)
\[ y_2(k+1) = \frac{B_2 E_2}{C_2} \Delta u_2(k) + \frac{F_2}{C_2} y_2(k) \]  \hspace{1cm} (4.14)
Minimizing the cost functions \( J_1 \) in (4.3) and \( J_2 \) in (4.4) yield the self-tuning control laws [22]:

\[
\Delta u_1(k) = -\frac{F_1}{B_1 E_1 + R_1 C_1} y_1(k) \quad (4.15)
\]
\[
\Delta u_2(k) = -\frac{F_2}{B_2 E_2 + R_2 C_2} y_2(k) \quad (4.16)
\]

where for the pure delay case \( R_1 = \frac{r_1}{b_{11}} \) and \( R_2 = \frac{r_2}{b_{21}} \), with \( r_1, r_2 \) representing the weights of the control in \( J_1 \) and \( J_2 \), respectively, and \( b_{11}, b_{21} \) representing the elements of the matrices \( B_1, B_2 \) introduced in equation (3.1) to describe the PGS dynamics. The minima of the cost functions \( J_1 \) and \( J_2 \) are reached for \( R_1 = R_2 = 0 \), and therefore we get the minimum variance control laws for the self-tuning controller.

**Remarks:**

- The design of the self-tuner includes the specification of the following model parameters:
  
  (i) model orders: \( n_{a_1}, n_{a_2}, n_{b_1}, n_{b_2}, n_{c_1}, n_{c_2} \)
  
  (ii) time delay parameter \( n \) (\( n = 1 \), for pure delay)

- Generally, larger values of the model parameters should not be chosen because the controller will take longer to tune.

- The control action, therefore, depends on the predicted values of the one step ahead model.

- The predicted values of \( \hat{y}_1(k+1) \) and \( \hat{y}_2(k+1) \) can be calculated from the process input and output values according to equations:

\[
\hat{y}_1(k+1) = \frac{\hat{B}_1 \hat{E}_1}{\hat{C}_1} \Delta u_1(k) + \frac{\hat{F}_1}{\hat{C}_1} y_1(k) \quad (4.17)
\]
Figure 4.2: Block diagram for the predictive control scheme

\[ \hat{y}_2(k + 1) = \frac{\hat{B}_2 \hat{E}_2}{\hat{C}_2} \Delta u_2(k) + \frac{\hat{F}_2}{\hat{C}_2} y_2(k) \]  

(4.18)

where \( \hat{B}_1, \hat{B}_2, \hat{C}_1, \hat{C}_2, \hat{E}_1, \hat{E}_2, \hat{F}_1, \hat{F}_2 \) are estimated by the RLS algorithm.

By solving the Diophantine equations (4.7)-(4.8) using the experimental input-output data set for this model ((u_1, y_1), (u_2, y_2) interactions), we get the control law for the self-tuners in each loop.

The algorithm is similar to the one step ahead control algorithm, where

\[ \hat{y}_1(k + 1) = y_1^*(k + 1) \]
\[ \hat{y}_2(k + 1) = y_2^*(k + 1) \]

are fixed at their target values. The explicit identification procedure has the disadvantage that the coefficients \( E_1, E_2, F_1, F_2 \) have to be calculated on line at each sampling interval from the Diophantine equations (4.7)-(4.8). Solution of the Diophantine equation can be avoided if the coefficients of the polynomials \( E_1, E_2, F_1, F_2 \) are identified directly. If we introduce the variables \( \dot{\Phi}_1 \) and \( \dot{\Phi}_2 \) defined as:

\[ \dot{\Phi}_1(k + 1) = \hat{y}_1(k + 1) + R_1 \Delta u_1(k), \] and \[ \dot{\Phi}_2(k + 1) = \hat{y}_2(k + 1) + R_2 \Delta u_2(k), \] the re-
gression model for identifying the implicit parameters $E_1$, $E_2$, $F_1$, $F_2$ is obtained as follows

\[
\hat{\Phi}_1(k + 1) = \frac{F_1}{C_1}y_1(k) + (\frac{B_1E_1}{C_1} + R_1)\Delta u_1(k) \tag{4.19}
\]
\[
\hat{\Phi}_2(k + 1) = \frac{F_2}{C_2}y_2(k) + (\frac{B_2E_2}{C_2} + R_2)\Delta u_2(k) \tag{4.20}
\]

The above forms still cause difficulties to estimate these variables by solving the highly complex Diophantine equations at each sampling time. Building a PI self-tuning adaptive controller based on this procedure is not computationally efficient. In practice we can simplify this procedure considering the variables $\hat{\Phi}_i$, as polynomials of first-order in the following form:

\[
\hat{\Phi}_i(k + 1) = \hat{a}_i y_i(k) + \hat{\alpha}_i y_i(k - 1) + \hat{\beta}_i \Delta u_i(k), \quad i = 1, 2 \tag{4.21}
\]

where $\alpha_i(z^{-1}) = F_i(z^{-1})$, and $\beta_i(z^{-1}) = G_i(z^{-1}) + R_i$ are obtained by the parameter identification expression given in equation (3.1) or estimated directly using a RLS procedure presented in detail in Section 4.1.4. By adding supplementary terms (second-order or higher) to the equation (4.21) we can build a Proportional Integral Derivative (PID) self-tuning controller or more other sophisticated control laws.

4.1.3 PI Self-Tuning Controller

Our goal is to design a standard PI self-tuning controller for the decoupled PGS model with pure delay in the predictive form given by equations (4.1)-(4.2). The objective of this approach is to build a standard controller to be used easily in practice and to have a reference model so as to compare the results obtained by applying this algorithm with the other algorithms developed in this chapter and in Chapters 5-7.
The equations (4.19) and (4.20) for the *PI self-tuning* controller could be represented in the following predictive forms:

\[
\hat{\Phi}_1(k + 1) = \hat{\alpha}_{01} y_1(k) + \hat{\alpha}_{11} y_1(k - 1) + \hat{\beta}_{01} \Delta u_1(k) \\
\hat{\Phi}_2(k + 1) = \hat{\alpha}_{02} y_2(k) + \hat{\alpha}_{12} y_2(k - 1) + \hat{\beta}_{02} \Delta u_2(k)
\]  

(4.22)  
(4.23)

where \(\hat{\alpha}_{ij}, \hat{\beta}_{ij}\) appear in equation (4.21), and are estimated directly using a *RLS* procedure (Section 4.1.4). The *PI control law* then takes the form [22]:

\[
\Delta u_1(k) = -\frac{1}{\hat{\beta}_{01}} [\hat{\alpha}_{01} y_1(k) + \hat{\alpha}_{11} y_1(k - 1)] \\
\Delta u_2(k) = -\frac{1}{\hat{\beta}_{02}} [\hat{\alpha}_{02} y_2(k) + \hat{\alpha}_{12} y_2(k - 1)]
\]  

(4.24)  
(4.25)

This approach is implicit because the predictive model parameters appear directly in the control law. As the number of parameters increases the initial estimates become increasingly important and poor estimates may result in an extended period of poor performance and even lead to instability [22].

### 4.1.4 The RLS Procedure

To estimate the parameters in the *PI self-tuning* controllers, one may use the *RLS algorithm*. This algorithm identifies the model parameters using the experimental input-output data set. In order to set up the regressor vectors the predictive equations (4.22)-(4.23) are rewritten at the sampling time \(k\) as:

\[
\hat{\Phi}_1(k) = \hat{\alpha}_{01} y_1(k - 1) + \hat{\alpha}_{11} y_1(k - 2) + \hat{\beta}_{01} \Delta u_1(k - 1) \\
\hat{\Phi}_2(k) = \hat{\alpha}_{02} y_2(k - 1) + \hat{\alpha}_{12} y_2(k - 2) + \hat{\beta}_{02} \Delta u_2(k - 1)
\]  

(4.26)  
(4.27)
Using the vector notation these equations may be written in the form:

\[
\dot{\Phi}_1(k) = \Psi_1^T(k-1)\Theta_1(k-1)
\]
\[
\dot{\Phi}_2(k) = \Psi_2^T(k-1)\Theta_2(k-1)
\]

(4.28)
(4.29)

where the regressor vectors \(\Psi_1, \Psi_2\) are given by

\[
\Psi_1^T(k-1) = [y_1(k-1) \ y_1(k-2) \ \Delta u_1(k-1)]
\]
\[
\Psi_2^T(k-1) = [y_2(k-1) \ y_2(k-2) \ \Delta u_2(k-1)]
\]

(4.30)
(4.31)

and parameter vectors \(\Theta_1, \Theta_2\) have the form

\[
\dot{\Theta}_1^T(k-1) = [\hat{\alpha}_{01} \ \hat{\beta}_{01}]
\]
\[
\dot{\Theta}_2^T(k-1) = [\hat{\alpha}_{02} \ \hat{\beta}_{02}]
\]

(4.32)
(4.33)

The updates for the parameter vectors \(\Theta_1, \Theta_2\) are performed according to [22]

\[
\dot{\hat{\Theta}}_i(k) = \hat{\Theta}_i(k-1) + K_i(k)[\Delta y_i(k) - \Delta \hat{y}_i(k)]
\]

(4.34)

\[
K_i(k) = \frac{P_i(k-1)\Psi_i(k-1)}{\Lambda_i + \Psi_i^T(k-1)P_i(k-1)\Psi_i(k-1)}, \ i = 1, 2
\]

(4.35)

\[
P_i(k) = \frac{1}{\Lambda_i}[I - K_i(k)\Psi_i(k-1)]P_i(k-1)
\]

(4.36)

where \(K_i\) and \(P_i\), \(i = 1, 2\) represent the Kalman filter gains and covariance matrices of the estimation errors, respectively. \(P_i\)'s are positive definite measure of the parameter estimate errors and tend to decrease as \(k\) increases. The above equation requires an initial estimate of the parameter vectors \(\hat{\Theta}_i\) and \(P_i\). Usually \(P_i(0)\) is chosen as a diagonal matrix. Large diagonal values (e.g. \(10^4\) or higher) indicate that
Table 4.1: Closed-loop system performance of the PI self-tuning control strategy.

<table>
<thead>
<tr>
<th>$V_{bias}/[F]$</th>
<th>$t_r/[s]$</th>
<th>$t_i/[s]$</th>
<th>%OS</th>
<th>$\epsilon$</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{bias}$</td>
<td>80</td>
<td>35</td>
<td>2 [Volts]</td>
<td>0.0015 [Volts]</td>
<td>very good</td>
</tr>
<tr>
<td>$[F]$</td>
<td>60</td>
<td>15</td>
<td>0.02 [%]</td>
<td>0.000002 [%]</td>
<td>very good</td>
</tr>
</tbody>
</table>

the confidence in $\hat{\Theta}_i(0)$ is poor and will cause initially rapid changes in $\hat{\Theta}_i$. If these matrices are not well initialized it is possible a degradation of the system performance in the closed-loop. Small values indicate that $\hat{\Theta}_i(0)$ is a good estimate and will cause slow changes in $\hat{\Theta}_i$.

4.1.5 Simulation Results

We design in this section a standard PI self-tuning adaptive controller based on minimization of a quadratic cost function (4.3)-(4.4) (minimum variance regulation), capable of performing fast transient and good tracking error for the PGS in closed-loop. Also, the algorithm can take into account the physical constraints due to the rate of change in the input variables throttle valve and RF power actuators by setting minimum and maximum bounds for these inputs: $0 \leq u_1 \leq 100$ (% opening), and $0 \leq u_2 \leq 5000$ [Watts], such that each time when $u_1$ and $u_2$ reach the minimum or maximum values then $u_i = u_{i\text{max}}$ or $u_i = u_{i\text{min}}$, until $u_i, i=1, 2$, given by the algorithm take values between the input bounds. The algorithm is developed for the decoupled PGS model with pure delay depicted in Figures 3.8-3.9 to serve as comparison for the other advanced algorithms which are developed later in the thesis in neurocontrollers and robust controllers chapters. To estimate the parameters of the PI self-tuning controller we use the standard RLS estimation algorithm initialized by the following values of the parameters:

$$R_1 = R_2 = 2.5, \quad P_1(0) = \begin{bmatrix} 7 & 0 \\ 0 & 7 \end{bmatrix}, \quad P_2(0) = \begin{bmatrix} 500 & 0 \\ 0 & 500 \end{bmatrix}.$$
Figure 4.3: The performance of the PI self-tuning controller on the fluorine concentration $[F]$ for the closed-loop system.

Legend: The dot line designates the evolution of $[F]$ and the solid line designates the set point.

$$\Theta_1(0) = \begin{bmatrix} 0.5 & 1 & 2500 \end{bmatrix}, \Theta_2(0) = \begin{bmatrix} 1 & 0.5 & -0.1 \end{bmatrix}, \text{ and } \Lambda_{1,2} = 0.98.$$

These values of the parameters were obtained by trials, monitoring for each trial the system performance in closed-loop (fast transient and good tracking error). Analyzing both the open-loop and the closed-loop simulations revealed that the algorithm works well and provides satisfactory results. The results of the simulations for the closed-loop PGS system without changes in the set point are shown in Figures 4.3-4.6, and with changes in the set points are given in Figures 4.7-4.10. These results reveal good tracking error and good convergence of the self-tuning PI algorithm for the both cases. The performance comparison of the results for the closed-loop and open-loop system are presented in Figures 4.11-4.12. Also, we synthesize the closed-loop system performance of this control strategy, namely the settling time ($t_s$), rise time ($t_r$), overshoot ($\%OS$), steady-state error ($\epsilon$) and the convergence of the algorithm for $V_{bias}$ and $[F]$ in Table 4.1.
Figure 4.4: The performance of the *PI self-tuning* controller on the *dc* $V_{bias}$ for the closed-loop system.
Legend: The dot line designates the evolution of the $V_{bias}$ and the solid line designates the set point.

Figure 4.5: The performance of the *PI self-tuning controller* on the *RF power* for the closed-loop system.
Figure 4.6: The performance of the PI self-tuning controller on the throttle position for the closed-loop system.

Figure 4.7: The performance of the PI self-tuning controller on the dc $V_{bias}$ for the closed-loop system with changes in the set points.
Figure 4.8: The performance of the PI self-tuning controller on the \([F]\) for the closed-loop system with changes in the set points.

Figure 4.9: The performance of the PI self-tuning controller on the throttle position for the closed-loop system with changes in the set points.
Figure 4.10: The performance of the *PI self-tuning* controller on the *RF power* for the closed-loop system with changes in the set points.

Figure 4.11: The performance comparison results for the $V_{bias}$ for the open-loop and closed-loop system with the *PI self-tuning* controller.
4.2 Real-Time Reactive Ion Etching Multi-Input Multi-Output Control based on the Linear Quadratic Gaussian Scheme

4.2.1 Linear Quadratic Gaussian Controller (LQG)

In this section, we propose to use Linear Quadratic Gaussian (LQG) strategies [29], due to their conceptual simplicity and their ability to handle systematically coupled dynamics. Given the model of the plasma generation subsystem in the state-space representation form, an Linear Quadratic Gaussian (LQG) controller is designed and tuned to meet certain desired performance specifications. We use in this approach the linear plant model represented in a state-space representation by the equations (3.22)-(3.23) where the process and the measurement noise \( w(k) \) and \( v(k) \), respectively, is
assumed to be zero-mean Gaussian and uncorrelated. In order to obtain a unique solution to the design problem the Reactive Ion Etching system (RIE) must be both controllable and observable.

To eliminate steady-state errors when the set points are constant we add an integral control action represented by the accumulator block as shown in Figure 4.13. The accumulator dynamics is described in the state space form by the discrete equation

\[ q(k + 1) = q(k) + r(k) - y(k) = q(k) + e(k) \]  \hspace{1cm} (4.37)

where \( q(k) = \begin{bmatrix} q_1(k) \\ q_2(k) \end{bmatrix}^T \) represents the state vector of the accumulator. The input to the accumulator is the error signals \( e(k) \) (defined as the difference between the reference signal \( r(k) \) and the measured process variables \( y(k) \)). Once the feedback control is designed such that \( q(k) \) converges to a steady state value then \( y(k) \) must converge to the reference input \( r(k) \) (since \( e(k) \to 0 \)). Defining the extended or augmented state vector by

\[ z(k) = \begin{bmatrix} x(k) \\ q(k) \end{bmatrix} \]  \hspace{1cm} (4.38)

the full order augmented dynamics of the PGS in closed-loop can be written in state-space representation as

\[ z(k + 1) = Az(k) + Bu(k) + G_w \omega(k) + G_v \nu(k) + Er(k) \]  \hspace{1cm} (4.39)

\[ y(k) = Cz(k) + Du(k) + v(k) \]  \hspace{1cm} (4.40)

with appropriate definitions for the matrices \( A, B, C, D, \) and \( E \):
\[
A = \begin{bmatrix} A_G \\ -C_G \end{bmatrix}, \quad B = \begin{bmatrix} B_G \\ -D_G \end{bmatrix}, \quad C = \begin{bmatrix} C_G & O_{2 \times 2} \end{bmatrix}, \quad D = D_G,
\]

\[
E = \begin{bmatrix} O_{4 \times 2} \\ I_2 \end{bmatrix}, \quad G_v = \begin{bmatrix} O_{4 \times 2} \\ -I_2 \end{bmatrix}, \quad G_w = \begin{bmatrix} I_4 \\ O_{2 \times 2} \end{bmatrix}
\]

where from our experimental data set used in identification process of the PGS the following values for the matrices \( A_G, B_G, C_G, \) and \( D_G \) were obtained:

\[
A_G = \begin{bmatrix} 0 & 0.3846 & 0 & 0 \\ 1 & 0.4571 & 0 & 0 \\ 0 & 0 & 0 & 0.0927 \\ 0 & 0 & 1 & 0.8511 \end{bmatrix}, \quad B_G = \begin{bmatrix} 0.4108 & 0.0654 \\ 2.7029 & -0.0604 \\ -0.0005 & 0 \\ -0.0035 & 0.0001 \end{bmatrix}
\]

\[
C_G = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad D_G = \begin{bmatrix} -1.0683 & 0.175 \\ -0.0059 & 0.00035 \end{bmatrix}.
\]

Using the separation principle [28], [29], [30], the LQG controller is now designed in two steps:

(i) Linear Quadratic Estimator design (LQE) (Kalman filter design), and

(ii) Linear Quadratic Regulator design (LQR) (Full-state feedback design)

### 4.2.1.1 Linear Quadratic Estimator design (LQE)

In this step an estimator for the process state vector \( x(k) \), denoted by \( \hat{x}(k) \), is designed since only \( y(k) \) is assumed to be measurable. The algorithm computes the estimate of the PGS state, \( \hat{x}(k) \), by employing a steady-state Kalman filter [29] with
the dynamic state equation governed by

\[
\hat{x}(k+1) = A_G \hat{x}(k) + B_G u(k) + K_e [y(k) - C_G A_G \hat{x}(k) - C_G B_G u(k)]
\]  
(4.41)

where \(K_e\) is the Kalman gain matrix that is given by

\[
K_e = A_G \left( S - SC_G^T (C_G SC_G + R_v)^{-1} C_G S \right) C_G^T R_v^{-1}
\]  
(4.42)

where \(S\) is the unique positive definite solution of the algebraic Riccati equation [29]

\[
S = A_G \left( S - SC_G^T (C_G SC_G + R_v)^{-1} C_G S \right) A_G^T + Q_w
\]  
(4.43)

The Kalman filter generates a state estimate that minimizes the variance of the estimation error where \(R_v\) and \(Q_w\) are the covariance matrices for the noise processes \(v(k)\) and \(w(k)\), respectively. To achieve a “good” dynamic performance, the covariance matrices \(R_v\) and \(Q_w\) are chosen as diagonal matrices such that the estimator bandwidth is approximately four times the bandwidth of the closed-loop system [28], [29], [30].

4.2.1.2 Linear Quadratic Regulator design (LQR)

In this step a feedback gain matrix \(K\) is computed such that when

\[
u(k) = -K z(k)
\]  
(4.44)

is applied to the full order system (4.39), the resulting closed-loop system is stable, i.e., the eigenvalues of the matrix \((A - BK)\) are all inside the unit circle. Since the state of the accumulator, \(q(k)\), is available for use in the controller, the control may
now be implemented as follows

\[
\begin{bmatrix}
K_1 & K_2
\end{bmatrix}
\begin{bmatrix}
\hat{x}(k) \\
q(k)
\end{bmatrix}
= -K_1 \hat{z}(k) - K_2 q(k) = -Kz(k)
\]

(4.45)

To obtain a stabilizing state feedback gain matrix, we use the deterministic formulation of linear quadratic optimal control \((LQR)\), in which the process noise \(w(k)\) and reference \(r(k)\) are assumed to be zero. The control is selected to minimize the following quadratic function

\[
J = \sum_{k=0}^{\infty} [z(k)^T Q z(k) + u(k)^T R u(k)]
\]

(4.46)

Consequently, the feedback gain matrix \(K\) is given by [28], [29], [31]

\[
K = (R + B^T P B)^{-1} B^T P A
\]

(4.47)

where \(P\) is a solution to the algebraic Riccati equation [29]

\[
P = A^T [P - PB(\hat{B}^T P B + R)^{-1} B^T P] A + C^T Q C
\]

(4.48)

Under full controllability and observability of \((A, B, C)\), a unique positive definite solution to \(P\) does exist.

The weighting matrices \(Q\) and \(R\) are chosen to be diagonal so that increasing a nonzero term in \(Q\) has the effect of reducing the rate of the response in the corresponding process variable, and increasing a nonzero term in \(R\) makes the corresponding control input less aggressive. For practical reasons we choose \(Q\) and \(R\) such that the closed-loop system bandwidth is approximately one tenth of the sampling frequency [28].
4.2.2 Simulation Results

In this section we design a real-time MIMO LQG control strategy capable to perform in stochastic environment fast transient and good tracking error for the PGS in closed-loop. For the simulations we choose $Q_v = 0.001I_4$ and $R_v = 3.5I_2$ values obtained by trials and monitoring for each trial the closed-loop system performance (fast transient and good tracking error). The solution to the Linear Quadratic Estimation problem (LQE) has the following form:

$$K_e = \begin{bmatrix} 0.0118 & 0 \\ 0.444 & 0 \\ 0 & 0.1619 \\ 0 & 0.3965 \end{bmatrix}, \quad S = \begin{bmatrix} 0.1657 & 0.1235 & 0 & 0 \\ 0.1235 & 0.4650 & 0 & 0 \\ 0 & 0 & 1.2758 & 2.6822 \\ 0 & 0 & 2.6822 & 6.5690 \end{bmatrix} (4.49)$$
It can be shown easily that the matrices \((A, B, C)\) of the RIE extended system satisfy the full controllability and observability criteria. Therefore, the \(LQR\) problem has a unique positive definite solution \(P\). For example by setting \(Q = 12I_6\) and \(R = 100I_2\) we get:

\[
K = \begin{bmatrix}
0.463 & 0.521 & -2.075 & -2.08 & 0.082 & -0.04 \\
0.19 & 0.479 & 16.17 & 16.21 & 0.117 & 0.314 \\
0.00011 & 0.00017 & 0.0188 & 0.01891 & 0.000035 & 0.000365 \\
0.00017 & 0.00041 & 0.01808 & 0.01811 & 0.000095 & 0.00035 \\
0.0188 & 0.01808 & 9.4785 & 9.4939 & 0.0007 & 0.18318 \\
0.1891 & 0.01811 & 9.4939 & 9.51017 & 0.0007 & 0.18379 \\
0.000035 & 0.000095 & 0.0007 & 0.00070 & 0.000036 & 0.000013 \\
0.000365 & 0.00035 & 0.1831 & 0.18379 & 0.000013 & 0.003667 
\end{bmatrix} \tag{4.50}
\]

\[
P = 10^6 \begin{bmatrix}
0.00011 & 0.00017 & 0.0188 & 0.01891 & 0.000035 & 0.000365 \\
0.00017 & 0.00041 & 0.01808 & 0.01811 & 0.000095 & 0.00035 \\
0.0188 & 0.01808 & 9.4785 & 9.4939 & 0.0007 & 0.18318 \\
0.1891 & 0.01811 & 9.4939 & 9.51017 & 0.0007 & 0.18379 \\
0.000035 & 0.000095 & 0.0007 & 0.00070 & 0.000036 & 0.000013 \\
0.000365 & 0.00035 & 0.1831 & 0.18379 & 0.000013 & 0.003667 
\end{bmatrix} \tag{4.51}
\]

Regulation of the process variables in the RIE system requires a multivariable controller that can vary two inputs (manipulated variables) simultaneously to track setpoints for the two process variables. Also, the measurements of the plasma process variables, particularly fluorine concentration are contaminated by the noise measurement. The sensor noise is very close to a white, Gaussian one. For these reasons, we have selected the Linear Quadratic Gaussian (LQG) as a suitable multivariable control strategy to be applied to the RIE system. This control strategy facilitates the use of \textit{in-situ} sensing to modify inputs in real-time, providing considerable information about the process and wafer state. The closed-loop system performance of this control strategy, namely the settling time \((t_s)\), rise time \((t_r)\), overshoot \((\%OS)\), steady-state error \((\epsilon)\) and the convergence of the algorithm for \(V_{bias}\) and \([F]\) are presented in Table 4.2. The simulation results for the closed-loop system with changes in the set points are presented in Figures 4.14-4.17. For constant set points the evolution of the control
Table 4.2: The closed-loop system performance of the \textit{LQG} control strategy.

<table>
<thead>
<tr>
<th>$V_{bias}/[F]$</th>
<th>$t_r [s]$</th>
<th>$t_i [s]$</th>
<th>$%$OS</th>
<th>$\epsilon$</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{bias}$</td>
<td>15</td>
<td>5</td>
<td>45 [Volts]</td>
<td>0.0014 [Volts]</td>
<td>very good</td>
</tr>
<tr>
<td>$[F]$</td>
<td>75</td>
<td>-</td>
<td>-</td>
<td>0.00001 [%]</td>
<td>very good</td>
</tr>
</tbody>
</table>

Figure 4.14: The performance of the \textit{LQG} controller on the \textit{throttle position} of the closed-loop system with changes in the set points.

and outputs of the closed-loop system are presented in Figures 4.18-4.21. The effects of the noise on the control and the outputs are shown in Figures 4.22-4.23, where the weighting matrices are tuned with the values: $Q = 12I_6$, $R = 100I_2$, $Q_w = 0.001I_4$, and $R_v = 3.5I_2$.

By analyzing the above simulations we can conclude that very good results are obtained in the deterministic case. Moreover, the control strategy has also performed satisfactorily in the stochastic environment. The figures reveal the significant impact of the noise in $[F]$ level and in the $V_{bias}$ level during the transient and the steady-state evolution. The \textit{LQG} algorithm has good convergence properties and can be used in real-time control since it is computationally efficient due its low complexity, and the small number of operations involved in the computation process.
Figure 4.15: The performance of the LQG controller on the power of the closed-loop system with changes in the set points.

Figure 4.16: The performance of the LQG controller on $V_{bias}$ of the closed-loop system with changes in the set points.
Legend: The star denotes the evolution of $V_{bias}$ and the solid line is the $V_{bias}$ set points.
Figure 4.17: The performance of the LQG controller on $[F]$ of closed-loop system with changes in the set points.
Legend: The solid line curve designates the evolution of $[F]$

Figure 4.18: The performance of the LQG controller on $V_{bias}$ of the closed-loop system.
Figure 4.19: The performance of the LQG controller on $[F]$ of the closed-loop system.

Figure 4.20: The performance of the LQG controller on the throttle position of the closed-loop system.
Figure 4.21: The performance of the $LQG$ controller on the power of the closed-loop system.

Figure 4.22: The performance of the $LQG$ controller on the dc $V_{bias}$ of the closed-loop system contaminated by noise.
4.3 Coupled Real-Time Multi-Input Multi-Output Stochastic Adaptive Control Strategy of the PGS System

In this section we consider a real-time MIMO stochastic adaptive control strategy developed as a combination of the system identification scheme based on the minimum variance principle approach and the control law strategy derived from minimization of a per-interval performance index. The high efficiency and high performance of this control strategy is utilized for developing our real-time MIMO control scheme for the RIE system. This approach, as demonstrated below, results in superior accuracy and performance. We believe that this control strategy is suitable for implementation in our MIMO RIE system expressed in the state-space representation form. The potential advantages of this control strategy when applied to RIE system are as follows:
(i) process recipes are defined in terms of the desired physical and chemical processes occurring in the plasma generation subsystem and on the wafer.

(ii) the stochastic adaptive controller can compensate for progressive drifts in real-time, namely changes to components of the RIE system such as the mass flow controllers, throttle valve, pumps, and variations in loading effect.

(iii) the stochastic adaptive controller can also compensate for drift which occurs during the process, in principle reducing process variability. Drifts during the process can be caused by physical or chemical changes to the reactor during deposition due to wall heating or deposition.

(iv) failure detection and fault classification is enhanced because in-situ sensor-based stochastic adaptive controller provides considerable information about the process and wafer state.

(v) the identification process (prediction error approach) is based on the state-space innovation model, which eliminates the use of the Kalman filter algorithm for the state estimation, thus resulting in a computationally efficient scheme.

(vi) the tracking control law is generated using per-interval performance index optimized for a regulation problem (one step ahead prediction). This approach ensures higher performance and is computationally more efficient as compared to the dynamic programming approach.

It is assumed that the PGS system is an unknown strictly proper plant to be controlled which is characterized by a general stochastic state-space model, namely

\[ x(k+1) = A(k)x(k) + B(k)u(k) + w(k) \]  \hspace{1cm} (4.52)

\[ y(k) = C(k)x(k) + v(k) \]  \hspace{1cm} (4.53)

were the elements of the matrices \( A(k), B(k) \) and \( C(k) \) are time dependent and
\( x(k), y(k) \) and \( u(k) \) are the state, output and input vectors, respectively. \( A(k), B(k) \) and \( C(k) \) are unknown system matrices, \( w(k) \) and \( v(k) \) represent uncorrelated zero-mean Gaussian modelling errors and disturbances with the following statistics: \( w(k) \sim N \{0, R_{w}(k)\} \), \( v(k) \sim N \{0, R_{v}(k)\} \), and \( x_0 \) is the initial state having a \( X_0 \) mean and a covariance matrix \( R_{x_0}(k) \), i.e., \( x_0 \sim N \{X_0, R_{x_0}\} \).

It is desired to adaptively control the plant in order to minimize the following performance index:

\[
J(k) = \frac{1}{2} E \left\{ [y(k+1) - y_d(k+1)]^T Q [y(k+1) - y_d(k+1)] + u^T(k) R u(k) \right\}
\]

subject to the constraints of equations (4.52) and (4.53), where \( y_d(k) \) is the desired output tracking signal, \( Q \) and \( R \) are symmetric positive definite weighting matrices, and \( E \{\ast\} \) denotes the expectation operator. To effectively control the unknown plant given by (4.52), (4.53), the plant dynamics must be identified and be known to the controller. Therefore, the control strategy for the PGS system consists of the following two main stages, namely

(i) identification of the plant using a stochastic identification algorithm, and

(ii) the control law design using a stochastic control scheme.

For the first stage, we consider \( \theta(k) \), a vector of the unknown parameters of the process to be identified, which may be originating from the elements of the system matrices \( A(k), B(k) \) and \( C(k) \) as well as the covariance matrices \( R_{w}(k), R_{v}, R_{x_0} \). In other words, the state-space model (4.52), (4.53) may be rewritten as

\[
x(k+1) = A(\theta)x(k) + B(\theta)u(k) + w(k)
\]

\[
y(k) = C(\theta)x(k) + v(k)
\]
In the identification process, it is useful to associate with the above general state space-model, the state-space innovations model of the following form [32]:

\[
\begin{align*}
  x(k + 1, \theta) &= A(\theta)x(k, \theta) + B(\theta)u(k) + K(\theta)e(k, \theta) \\
  y(k, \theta) &= C(\theta)x(k, \theta) + e(k, \theta)
\end{align*}
\]  

(4.57)  

(4.58)

where \( \hat{y}(k, \theta) = C(\theta)x(k, \theta) \) is the predicted output, \( e(k, \theta) = y(k) - \hat{y}(k, \theta) \) is the prediction error, \( K(\theta) \in \mathbb{R}^{\text{dim}X \times \text{dim}Y} \) (\( \text{dim}X \) and \( \text{dim}Y \) being the dimensions of the state space \( X \) and output space \( Y \), respectively) is the steady-state Kalman filter matrix with unknown elements to be determined by the algorithm, and \( \hat{\theta}(k) \) is the estimate of \( \theta(k) \) given by

\[
\hat{\theta}(k) = \hat{\theta}(k - 1) + L(k)e(k, \hat{\theta})
\]

(4.59)

where \( L(k) \) is the identification gain to be determined subsequently. As indicated below this gain is expressed in a recursive form in step (i) of the stochastic minimum variance adaptive control algorithm. In the identification process the Kalman filter gain \( K(\theta) \) of the state-space innovations model is explicitly parametrized in terms of \( \theta(k) \) which requires an indirect computation of \( K(k) \) through the Kalman filter algorithm. The identification part of the control strategy is computationally more efficient than the modified extended Kalman filter algorithm, since the state-space innovations model eliminates the computation of the Kalman gradient \( \nabla_{\theta} K(\theta) \) with respect to \( \theta \) via the Kalman gain algorithm. Also, in this case the execution of the Kalman filter for the state estimation is not needed since the Kalman gain \( K(\theta) \) is directly parametrized by \( \theta(k) \) which is considered as a Markov-Gauss process [32]:

\[
\theta(k) = \theta(k - 1) + n(k)
\]

(4.60)
where \( n(k) \) and \( \epsilon(k) \) are uncorrelated zero-mean Gaussian modeling and prediction errors, respectively, with the covariance matrices \( R_n(k) \) and \( R_\epsilon(k) \). The control part of the adaptive strategy uses the per-interval performance index (4.54), which is computationally more efficient than the dynamic programming algorithm, and which yields good tracking error and fast transient as shown later in Section 4.3.1.

The control law \( u(k) \) that minimizes the per-interval performance index (4.54) subject to the constraints of the state-space model (4.55)-(4.56) is given by

\[
\begin{align*}
    u(k, \theta) &= -F(k)[C(\hat{\theta})A(\hat{\theta})\hat{z}(k, \hat{\theta}) - y_d(k + 1)] \\
    F(k) &= \left[ B^T(\hat{\theta})C^T(\hat{\theta})QC(\hat{\theta})B(\hat{\theta}) + R \right]^{-1} B^T(\hat{\theta})C^T(\hat{\theta})Q
\end{align*}
\]

and where the variables required in the algorithm may be determined by using the following recursive expressions:

(i) Computation of the gain \( L(k) \)

\[
\begin{align*}
    R_\epsilon(k) &= R_\epsilon(k - 1) + \frac{1}{k}[\epsilon(k, \hat{\theta})\epsilon^T(k, \hat{\theta}) - R_\epsilon(k - 1)] \\
    S(k) &= \Psi^T(k, \hat{\theta})P(k - 1)\Psi(k, \hat{\theta}) + R_\epsilon(k) \\
    L(k) &= P(k - 1)\Psi(k, \hat{\theta})S^{-1}(k) \\
    P(k) &= P(k - 1) - L(k)\Psi^T(k, \hat{\theta})P(k - 1) + R_\epsilon(k)
\end{align*}
\]

(ii) Stochastic minimum variance adaptive identification

\[
\begin{align*}
    \epsilon(k, \hat{\theta}) &= y(k) - \tilde{y}(k, \hat{\theta}) \\
    \hat{\theta}(k) &= \hat{\theta}(k - 1) + L(k)\epsilon(k, \hat{\theta}) \\
    \hat{z}(k + 1, \hat{\theta}) &= A(\hat{\theta})\hat{z}(k, \hat{\theta}) + B(\hat{\theta})u(k) + K(\hat{\theta})\epsilon(k, \hat{\theta})
\end{align*}
\]

96
\begin{align*}
\dot{y}(k+1, \hat{\theta}) &= C(\hat{\theta})\dot{x}(k+1, \hat{\theta}) + D(\hat{\theta})u(k+1) \\
W(k+1, \hat{\theta}) &= [A(\hat{\theta}) - K(\hat{\theta})C(\hat{\theta})]W(k, \hat{\theta}) + M(\hat{\theta}, \dot{x}, u, \epsilon) - K(\hat{\theta})D(\hat{\theta}, \dot{x}) \\
\Psi(k+1, \hat{\theta}) &= W^T(k+1, \hat{\theta})C^T(\hat{\theta}) + D^T(\hat{\theta}, \dot{x}(k+1))
\end{align*}

(iii) Control law for the closed-loop system

\[ u(k, \theta) = -F(k)[C(\hat{\theta})A(\hat{\theta})\dot{x}(k, \hat{\theta}) - y_d(k+1)] \]
\[ F(k) = [B^T(\hat{\theta})C^T(\hat{\theta})QC(\hat{\theta}) + R]^{-1}B^T(\hat{\theta})C^T(\hat{\theta})Q \]

where

\[ M(\hat{\theta}, \dot{x}, u, \epsilon) = \frac{d}{d\theta}(A(\theta)\dot{x}(k) + B(\theta)u(k) + K(\theta)\epsilon(k)) \big|_{\theta = \hat{\theta}} \]
\[ D_1(\hat{\theta}, \dot{x}) = \frac{d}{d\theta}[C(\theta)\dot{x}(k, \theta)] \big|_{\theta = \hat{\theta}} \]

and

\[ K(\hat{\theta}(k)) = K(\hat{\theta}(k-1)) + L(k)\epsilon(k, \hat{\theta}). \]

### 4.3.1 Simulation Results

Our goal in this section is to design a real-time MIMO stochastic adaptive control strategy capable of operating effectively to work well in a stochastic environment and yielding fast transient and good tracking error. For simulation purposes and to compare our results, we consider the model already used in the LQG control problem. This model was developed in Section 4.2.1 and is given by (3.22)-(3.23). The plant is parametrized by \( \theta(k) \) as a 20x1 vector of unknown parameters to be identified for the system matrices \( A(k), B(k), C(k) \) and the Kalman gain matrix \( K(\hat{\theta}) \) as shown explicitly below:
\[ A(k) = \begin{bmatrix} 0 & \theta_1(k) & 0 & 0 \\ 1 & \theta_2(k) & 1 & 0 \\ 0 & 0 & 0 & \theta_3(k) \\ 0 & 0 & 1 & \theta_4(k) \end{bmatrix}, \quad B(k) = \begin{bmatrix} \theta_5(k) & \theta_6(k) \\ \theta_7(k) & \theta_8(k) \\ \theta_9(k) & \theta_{10}(k) \\ \theta_{11}(k) & \theta_{12}(k) \end{bmatrix}, \quad K(\hat{\theta}) = \begin{bmatrix} \hat{\theta}_{13}(k) & \hat{\theta}_{14}(k) \\ \hat{\theta}_{15}(k) & \hat{\theta}_{16}(k) \\ \hat{\theta}_{17}(k) & \hat{\theta}_{18}(k) \\ \hat{\theta}_{19}(k) & \hat{\theta}_{20}(k) \end{bmatrix} \]

\[ C = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad \hat{x}(k, \hat{\theta}) = \begin{bmatrix} \hat{x}_1(k, \hat{\theta}) \\ \hat{x}_2(k, \hat{\theta}) \\ \hat{x}_3(k, \hat{\theta}) \\ \hat{x}_4(k, \hat{\theta}) \end{bmatrix}. \]

The matrix \( M(\hat{\theta}, x, u, \epsilon)_{4\times20} \) has the following elements:

\[ M(1, 1) = \hat{x}_2(k, \hat{\theta}) \quad M(1, 5) = u_{1\text{opt}} \quad M(1, 6) = u_{2\text{opt}} \quad M(1, 13) = e_1 \quad M(1, 14) = e_2 \]
\[ M(2, 2) = \hat{x}_2(k, \hat{\theta}) \quad M(2, 7) = u_{1\text{opt}} \quad M(2, 8) = u_{2\text{opt}} \quad M(2, 15) = e_1 \quad M(2, 16) = e_2 \]
\[ M(3, 3) = \hat{x}_4(k, \hat{\theta}) \quad M(3, 9) = u_{1\text{opt}} \quad M(3, 10) = u_{2\text{opt}} \quad M(3, 17) = e_1 \quad M(3, 18) = e_2 \]
\[ M(4, 4) = \hat{x}_4(k, \hat{\theta}) \quad M(4, 11) = u_{1\text{opt}} \quad M(4, 12) = u_{2\text{opt}} \quad M(4, 19) = e_1 \quad M(4, 20) = e_2 \]

where \( M(i, j) = 0 \) for all other \( i \)'s and \( j \)'s different than the above values, \( u_{\text{opt}} = \)

\[ F(y_d - CA\hat{x}(k, \hat{\theta})) = \begin{bmatrix} u_{1\text{opt}} \\ u_{2\text{opt}} \end{bmatrix} \]

is the optimal control for the closed-loop system, and

\[ e(k) = y(k) - \hat{y}(k) = \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} \]

is the prediction error.

For the proposed algorithm the covariance matrix and the weighting matrices \( Q \) and \( R \) of the performance index \( J(k) \) are assigned so as to increase the effect of the control or of the system output. The improved performance of the stochastic minimum variance adaptive control algorithm can be seen in Figures 4.24-4.27. These figures also show a fast adaptation speed and convergence. In the identification process, the highly oscillatory property of the adaptive control signal contributes largely to exciting the system dynamics for yielding good identification. For a deterministic
Table 4.3: The closed-loop system performance of the Stochastic minimum variance adaptive control strategy.

<table>
<thead>
<tr>
<th>$V_{bias}/[F]$</th>
<th>$t_r$ [s]</th>
<th>$t_i$ [s]</th>
<th>%OS</th>
<th>$c$</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{bias}$</td>
<td>100</td>
<td>5</td>
<td>200 [Volts]</td>
<td>1.29 [Volts]</td>
<td>good</td>
</tr>
<tr>
<td>$[F]$</td>
<td>50</td>
<td>5</td>
<td>22 [%]</td>
<td>0.05 [%]</td>
<td>good</td>
</tr>
</tbody>
</table>

control environment, perfect tracking at steady-state can be obtained. The following parameters are selected for the controller in our simulation results:

$\dot{\hat{y}}(0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \hat{\theta}(0) = O_{20 \times 1}, R_n(0) = 50.2 \times U_{20 \times 20}$ (matrix with all the elements equal to one), $\Psi(0)_{20 \times 2} = 0.581 \times U_{20 \times 2}, P(0) = 0.81 \times I_{20 \times 2}$ (covariance matrix), $M(0) = O_{4 \times 20}, K(0) = O_{4 \times 2}, W(0) = O_{4 \times 20}, R_w = 0.005, R_v = 0.005, Mean_w = 0, Mean_v = 0, Q = \begin{bmatrix} 8000 & 0 \\ 0 & 8000 \end{bmatrix}$ (the output weighting matrix in the performance index $J(k)$), and $R = \begin{bmatrix} 0.001 & 0 \\ 0 & 0.001 \end{bmatrix}$ (the input weighting matrix in the performance index $J(k)$).

The closed-loop system performance of this control strategy, namely the settling time ($t_r$), rise time ($t_i$), overshoot (\%OS), steady-state error ($c$) and the convergence of the algorithm for $V_{bias}$ and $[F]$ are presented in Table 4.3.

The results of the simulations are presented in Figures 4.24-4.27 for the case without changes in the set point and in Figures 4.28-4.29 for the case with changes in the set points. These figures reveal good tracking performance in steady-state for $V_{bias}$ and $[F]$ and a smooth control effort for both the actuators throttle value and RF power, as depicted in Figures 4.24-4.25. Also, the simulations reveal a strong dependence of the computation speed of the algorithm with the number of samples and the poor estimation of the parameters in the first period of the transient with
a degradation of the performance, but in the second period of the transient (after 2 seconds) the algorithm works properly having enough informations about the system, and estimates well these parameters. The algorithm is not quite robust to the variations in the tuning parameters, namely on the initial values of the covariance matrices $P(0)$, $R(0)$, and the weighting matrices $Q$ and $R$. If the algorithm is not initialized properly its performance could be affected and get degraded. Unfortunately due to the nonlinear nature of the algorithm a formal procedure for tuning these parameters are not available, and consequently in practice one has to resort to some trial and error to determine the best tuning quantities.

4.4 Summary

In this chapter we have developed three real-time feedback control strategies to manipulate fluorine concentration ($[F]$) and induced dc voltage ($V_{bias}$) across the reactor electrodes in an RIE system. The control strategies are based on *PI self-tuning* adap-
Figure 4.25: The performance of the minimum variance adaptive controller on the RF power of the closed-loop system.

Figure 4.26: The performance of the minimum variance adaptive controller on the dc $V_{bias}$ of the closed-loop system.
Figure 4.27: The performance of the minimum variance adaptive controller on the fluorine concentration [$F$] of the closed-loop system.

Figure 4.28: The performance of the minimum variance adaptive controller on the dc $V_{bias}$ for the closed-loop system with changes in the set points.
Figure 4.29: The performance of the minimum variance adaptive controller on $[F]$ for the closed-loop system with changes in the set points.

tive controller, Linear Quadratic Gaussian (LQG) scheme and minimum variance stochastic adaptive control. The controlled species were measured by quadrupole mass spectrometry with direct effect on the outcome of the performance variables. This demonstrates the feasibility of our control strategies in the sense that an in-situ sensor-based controller is capable of reducing significantly the variations of the process variables. The results obtained confirm the utility of our proposed strategies to control the etching process with drifts. Moreover, these algorithms can be used as a research tool for evaluating complicated gas kinetics. The controllers can drive the film properties, namely etch depth, anisotropy, selectivity and uniformity to desired regimes based on important gas species and dc in induced voltage in an optimal fashion. Also, the mass flow controller offset experiments [21], [37] demonstrate the utility of real-time sensing and control for disturbance rejection.
Chapter 5

Intelligent Control Strategies

In this chapter we develop neuromodels used to construct intelligent controllers real-time neurocontrol strategies. Application of neural networks to control systems have become increasingly important. The massive parallel processing, nonlinear mapping, and self-learning abilities of neural networks have been the motivating factors for development of “intelligent” control systems. Our objective in this thesis is to demonstrate that the RIE neuromodels integrated in intelligent control architectures offer advantages in both accuracy and robustness over traditional statistical models.

In [15] a method to develop plasma etching neuromodels is presented which outperforms the predictions of statistical regression models from limited experimental data. In fact, in nearly every one of these studies, the authors found that building accurate plasma etching neuromodels generally requires fewer training experiments than classical statistical methods. Also, in [13] neural networks are used to model etch rate, etch anisotropy, spatial variations in etch rate (i.e., etch uniformity), and etch selectivity. Our goal here is to built accurate and robust neurocontrollers, and to explore their potential benefits as measured by their ability to attenuate the effects of exogenous perturbations on the etch characteristics. It is not clear \textit{a priori}
whether good control of $V_{bias}$ and $F$ will lead to stabilization and control of the etch characteristics. Etch rate data is collected in real-time using the interference of laser light reflected off of the laser surface.

5.1 Inverse Dynamics Neuromodels for the Plasma Generation Subsystem (PGS)

In recent years, there has been a number of neuro-control learning schemes proposed in the literature. Among these, the inverse model neurocontrol approach, developed by Widrow and Stearns and Psaltis et al. [33], [34] has been one of the most viable techniques for implementation of neural networks in control. One reason for its utility is its simplicity. Once the network has learned the inverse model of the plant, it is configured as a direct controller for the system. We chose to investigate the inverse dynamics control technique because of its ease of implementation. The objective of a nonlinear dynamic inversion is to invert the dynamic equations of the plant directly in order to find the control necessary to yield the given output. In this thesis we perform this operation using neuromodels capable of learning the highly nonlinear inverse dynamics of the plasma process. We describe several architectures for the inverse dynamics of the RIE process. To learn the inverse dynamics of the plant, we train the neurocontrollers off-line. By applying the desired range of inputs to the plant, its corresponding outputs can be obtained and a set of training patterns can be selected. Once trained, the networks could be used to produce the appropriate control input as a function of the desired plant output. The performance of the neural networks based on these input vectors are observed by configuring it directly to control the plasma etching process. Based on these observations, the neural network structures that give the best performances are then used in the neurocontrol structures of the
PGS system.

5.2 Neurocontroller Structures

In this section four nonlinear neurocontroller structures (inverse dynamics neuromodels) for the PGS system are developed, namely

(i) nonlinear static neurocontroller
(ii) nonlinear first-order neurocontroller
(iii) nonlinear second-order neurocontroller
(iv) nonlinear first-order controller with delayed control

To learn the inverse dynamics model of the PGS system, we use the same neural network architectures that were developed in Chapter 3, Section 3. Each inverse neuromodel is then configured as a direct controller for the PGS system. The results of the simulations presented in the next section demonstrate that the neurocontrollers perform very well and offer encouraging advantages as compared to the other conventional methods.

The structures proposed in this section are described in more details below:

(i) Nonlinear static neurocontroller (2-8-2): This architecture is equivalent to the neural network model developed in Section 3.3, and is repeated here for convenience:

\[ u(k) = g(y(k)) \] (5.1)

(ii) Nonlinear first-order neurocontroller (4-8-2): This architecture is equivalent to the first order nonlinear model introduced in Section 3.3, and is repeated here as follows:

\[ u(k) = g(y(k), y(k - 1)) \] (5.2)
(iii) Nonlinear second-order neurocontroller (6-8-2): This architecture is equivalent to the second-order nonlinear model given in Section 3.3, and is repeated here as follows:

\[ u(k) = g(y(k), y(k - 1), y(k - 2)) \]  

(5.3)

(iv) Nonlinear first-order neurocontroller with delayed control (6-8-2): This architecture is equivalent to the first-order nonlinear model introduced in Section 3.3, and is repeated here for convenience:

\[ u(k) = g(y(k), y(k - 1), y(k - 2)) \]  

(5.4)

5.2.1 Simulation Results

Our objective in this section is to design several neurostructures capable of learning and generalizing accurately the inverse dynamics of the PGS, and representing effectively the experimental input-output data. The above neurostructures are trained off-line using backpropagation error algorithm with adaptive learning rate and momentum [24]. The simulation results for off-line training are presented in Figures 5.1-5.8. Before training the networks weights and biases are initialized with Nguyen-Widrow initial conditions (small random values) [24]. The training parameters are initialized to the following values: error goal = 0.01, learning rate = 0.02, and momentum = 0.95. The number of the epochs to reach the error goal varied depending on the initial conditions of the weights and biases and the number of hidden neurons. By trial and error we determined that 8 hidden neurons are sufficient to design an appropriate neurostructure.

In the Table 5.1 we synthesize the performance of these neurocontrol models represented by the standard deviation errors between the models and the experimental
Table 5.1: Performance comparison for the neuromodels.

<table>
<thead>
<tr>
<th>Neurocontrol</th>
<th>Throttle Position $e$ [%]</th>
<th>RF power $e$ [Watts]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static representation</td>
<td>2.3894</td>
<td>12.1474</td>
</tr>
<tr>
<td>First-order</td>
<td>2.3875</td>
<td>12.1374</td>
</tr>
<tr>
<td>Second-order</td>
<td>2.3785</td>
<td>11.9156</td>
</tr>
<tr>
<td>First-order with delayed input</td>
<td>2.3814</td>
<td>11.9207</td>
</tr>
</tbody>
</table>

The maximum magnitude of these standard deviation errors is 2.5 [%] for the throttle position and 15 [Watts] for the RF power. The nonlinear static neurocontroller in testing phase fits the experimental data set, as shown in Figures 5.1-5.2, with standard deviation errors of $e = 12.1474$ [Watts] for the RF power actuator and $e = 2.3894$ [%] for the throttle position actuator. The nonlinear first-order neurocontroller in testing phase fits the experimental data set, as shown in Figures 5.3-5.4, with standard deviation errors of $e = 2.3875$ [%] for the throttle position actuator and $e = 12.137$ [Watts] for the RF power. The nonlinear second-order neurocontroller in the testing phase fits the experimental data set, as shown in Figures 5.5-5.6, with the smallest standard deviation errors of $e = 2.3785$ [%] for the throttle position actuator and $e = 11.9156$ [Watts] for the RF power actuator. The nonlinear first-order neurocontroller with delayed input fits the experimental data set, as shown in Figures 5.7-5.8, with the standard deviation errors very close to the third structure. The above neurocontrollers will be used for the closed-loop real-time strategies developed in the next section.

5.3 Real-Time Neurocontrol Strategies

After training the neuromodels to learn accurately the inverse dynamics of the process in all the four architectures, each neural network controller is now configured as a direct controller for the PGS system as shown in Figures 5.9-5.12. Although the
Figure 5.1: Generalization results for the nonlinear static neurocontroller for the throttle position.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 5.2: Generalization results for the nonlinear static neurocontroller for the RF power.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
Figure 5.3: Generalization results for the nonlinear first-order neurocontroller for the throttle position.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 5.4: Generalization results for the nonlinear first-order neurocontroller for the RF power.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
Figure 5.5: Generalization results for the nonlinear second-order neurocontroller for the throttle position.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 5.6: Generalization results for the nonlinear second-order neurocontroller for the RF power.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
Figure 5.7: Generalization results for the nonlinear first-order neurocontroller with delayed control for the throttle position.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.

Figure 5.8: Generalization results for the nonlinear first-order neurocontroller with delayed control for the RF power.
Legend: (a) neuromodel output; (b) experimental data set; (c) representation error performance.
inverse neuromodel control scheme is similar in architecture to a conventional feedback control scheme, the neurocontroller property is similar to that of a traditional self-tuning adaptive controller. In the direct self-tuning control scheme, an a priori knowledge of the plant’s mathematical model is required and the plant’s parameters need to be estimated through an estimation scheme, such as the popular least-squares parameter estimation algorithm [22], [35]. From the estimates of the plant’s parameters, the controller is then able to generate the correct control input through an inverse mathematical model of the plant. The inverse model neurocontrol approach is more robust and simpler in this respect since it is not necessary to derive the mathematical model of the plant for implementation. The ability of neural network models to learn and generalize based on the input-output behaviour of a process has a great advantage where many control problems can now be treated with less precision and advanced knowledge of the plant. The use of the nonlinear sigmoidal functions in the hidden layers of the neural networks has also made it possible to consider highly nonlinear control systems where many traditional adaptive and conventional control techniques may be insufficient. Moreover, it is applicable to complex and ill-defined plants when mathematical modeling is difficult. Another advantage of using neural networks is that it can also be trained on-line to further improve its performance.

In the basic inverse model approach, the neurocontroller can be trained on-line by minimizing the system’s performance error. A more suitable approach for training the neurocontroller on-line is to adapt the architecture of an indirect adaptive control scheme where the identification model is replaced by a neural network similar to one of the architectures presented in the previous section.

In order for the proposed neurocontrollers to operate as controllers, the input vector \( y(k) \) is replaced by the desired plant output (i.e., the set point, \( y_p(k) \)) and the remaining input signals remain unchanged (as feedback signals of the delayed outputs
from the neuromodels) as shown in the Figures 5.9-5.12.

With respect to the above configuration the following four neurocontrol strategies are proposed:

(i) Nonlinear neurocontroller and neuromodel of the plant in static representation as depicted in Figure 5.9.

(ii) Nonlinear first-order neurocontroller and the first-order neuromodel of the plant as depicted in Figure 5.10.

(iii) Nonlinear second-order neurocontroller and the second-order neuromodel of the plant as depicted in Figure 5.11.

(iv) Nonlinear first-order neurocontroller and the first-order neuromodel of the plant with delayed control as depicted in Figure 5.12.
Figure 5.11: The third neurocontrol strategy.

Figure 5.12: The fourth neurocontrol strategy.
The simulation results performed for the above architectures are discussed in the next section.

Each of the above neurocontrollers are trained to learn the inverse dynamics of each channel of the PGS process by using the respective channel’s output data together with some corresponding delayed output values as the input patterns and the corresponding channel’s input data as target patterns. The PGS neural network models are trained to learn the feedforward dynamics of each channel by using the input data together with some delayed output data as the input patterns and the corresponding output data as the target patterns. For training a neural network to learn the inverse or the feedforward dynamic model of the plant off-line training based on Levenberg-Marquardt backpropagation error algorithm [24] is used as described before. Since the neural networks are highly nonlinear, it is difficult to determine analytically which model has completely learned the true plant inverse and feedforward dynamics. A simple and a reliable method to establish the performance of these networks is to test each of these neuromodels on-line as configured in our proposed neurostructures shown in Figures 5.9-5.12.

5.3.1 Simulation Results

Our goal in this section is to design several real-time MIMO intelligent control strategies and to select amongst them the most suitable one which ensures among others the stability of the PGS system in closed-loop, good tracking error, robustness to changes in the set points and operate effectively in a large operating range.

The closed-loop system performance of these neurocontrol strategies, namely the settling time \((t_r)\), rise time \((t_i)\), overshoot \((\%OS)\), steady-state error \((\epsilon)\) and the convergence of the algorithm for \(V_{bias}\) and \([F]\) are presented in Table 5.2. The simulations results are presented in this section. In these simulations, as shown in Figures
<table>
<thead>
<tr>
<th>Neurostructure</th>
<th>$t_r$[s]</th>
<th>$t_i$[s]</th>
<th>%OS</th>
<th>$\epsilon$</th>
<th>Conv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>First structure</td>
<td>1/-</td>
<td>0.5/-</td>
<td>22 [Volts]/-</td>
<td>22 [Volts]/-</td>
<td>bad</td>
</tr>
<tr>
<td>Second structure</td>
<td>2/0.5</td>
<td>-/-</td>
<td>-/-</td>
<td>10 [Volts]/5 [%]</td>
<td>good</td>
</tr>
<tr>
<td>Third structure</td>
<td>2/1</td>
<td>1.5/-</td>
<td>7 [Volts]/-</td>
<td>1.36 [Volts]/0.015 [%]</td>
<td>very good</td>
</tr>
<tr>
<td>Fourth structure</td>
<td>2.5/2</td>
<td>2/1</td>
<td>4 [Volts]/-</td>
<td>1.36 [Volts]/0.025 [%]</td>
<td>very good</td>
</tr>
</tbody>
</table>

Table 5.2: The closed-loop system performance of the neurocontrol strategies.

5.13-5.18, the set points are taken as: $y_{1p} = 355$ [Volts] and $y_{2p} = 1.4$ [%]. During the simulations with the nonlinear model of the PGS plant, changes in the set points are taken into consideration and so we are able to choose the neurocontroller that gives the best performance for these changes. The changes in the set points for the third neurocontroller occur at the same time as in the open-loop simulations as depicted in Figures 5.17-5.18. The first case (Figures 5.13-5.14) results in the largest errors and the convergence is relatively poor during training. The evolution of the actuators *throttle valve position* and *RF power* for this case (Figures 5.15-5.16) is very smooth and without significant variations around the operating point. This implies that the control effort to maintain the key plasma parameters $V_{bias}$ and *fluorine concentration* [F] at their set point values remain well behaved. By only one input vector $u(k)$, it is clear that the neurocontroller is unable to perform satisfactorily as a controller, as it has only the desired plant output to deal with. The third case (Figures 5.17-5.18) produces the best performance with the minimum absolute error. Also, the evolution of the actuators *throttle valve position* and *RF power* are very smooth with small changes around the operating point. Since two of the three input vectors are a delayed plant output, the neurocontroller can act very quickly to changes in the plant output, thus yielding rapid and accurate performance. For the second and fourth cases (Figures 5.13-5.14) the neurocontrollers results show some output overshoots, thus the controllers are not able to provide accurate tracking of the set points. With additional delayed plant outputs used as input vectors, a smoothing effect is achieved
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at the output of the neurocontroller, however a delay is also introduced in reacting to the plant behaviour. This could be due to the fact that the PGS plant is dominated as a second-order plant, and so the modeling errors generate a mismatch in its input vectors to follow the actual dynamics of the plant, which could lead to an imperfect inverse model learning. For the first case, the error converges during the training to a relatively smaller value compared to the other cases, however, its recall performance is very poor as the true inverse model cannot be obtained by using the particular input. The reason the fourth case converges quickly during the training stage is that the outputs of the neurocontroller follow the target values rapidly but it has, however, not generalized properly over the entire input range. The third neurocontroller structure seems to be the most suitable one for controlling the PGS system in closed-loop.
Figure 5.14: The evolution of the \textit{fluorine concentration} \([F]\) for the closed-loop system.

Figure 5.15: The evolution of the \textit{throttle position} for the closed-loop system.
Figure 5.16: The evolution of the RF power for the closed-loop system.

Figure 5.17: The performance comparison results for the $V_{bias}$ for the open-loop and closed-loop system with the neurocontroller.
Figure 5.18: The performance comparison results for $[F]$ for the open-loop and closed-loop system with the neurocontroller.

5.4 Summary

In this chapter, we have developed four nonlinear neuromodels for the PGS process as well as four neurocontrollers to control the plasma etching process. These neural networks are used to construct four real-time neurocontrol strategies that are capable of ensuring the stability of the RIE system in closed-loop and to perform a good tracking performance such as 1.36 [Volts] and 0.015 [%] steady-state error for $V_{bias}$ and $[F]$, respectively. Following our validation results obtained by computing the standard deviation errors between the model output and measured output, we can conclude that the neuromodels (iii) and (iv) are accurate and can fit the experimental input-output data set quite satisfactorily. Our results for identification of the nonlinear inverse dynamics of the process through neurocontrollers indicate that they are able to be valid in a large operating range and are capable of capturing the nonlinearities of the actuators and of the plant as compared to linear models which are valid in only a small operating region. Among the important contributions of this chapter are
the development of neural network architectures used for obtaining a good fit with the experimental input-output data set. The learning algorithm used for determining the neural network parameters (weights) is the dynamic/static backpropagation with off-line Levenberg-Marquardt algorithm. From the simulation results we observe that the third neurocontrol structure yields the best performances in both learning and generalization and is capable of reaching the steady-state error goal (1.36 [Volts] for $V_{\text{bias}}$ and 0.015 [%] for $[F]$) relatively faster than the other cases (10 samples). The real-time feedback neurocontrollers manipulate important gas species (fluorine concentration $[F]$ and induced dc Voltage $[V_{\text{bias}}]$) across the reactor electrodes in the RIE system. The controlled species were measured by quadrupole mass spectrometry with direct effect on the outcome of the performance variables. This reveals the feasibility of our neurocontroller design, namely an in-situ sensor-based controller is capable of reducing the process variations. The simulation results provide good performance with the minimum absolute error and reveal that the third real-time neurocontroller strategy seems to be the most suitable to control the PGS in closed-loop. Since two of the three input vectors are delayed plant output, the neurocontroller can act very quickly to changes in the plant output, thus yielding precise and accurate response with good tracking performance. The neurocontrol strategies developed in this chapter can be used as a tool for evaluating complicated gas kinetics.
Chapter 6

Multi-Input Multi-Output Robust Control

The real problem in robust multivariable feedback control system design is to synthesize a control law which maintains system response and error signals to within prespecified tolerances despite the effects of uncertainty in the system. Uncertainty is a major issue in most control system design and may take many forms, but among the most important ones one could mention noise/disturbance signals, transfer function modelling errors, and unmodeled nonlinearities. This motivates one to seek a quantitative measure for the size of the uncertainty, using different tools like $H^2$ and $H^\infty$ norms. The multivariable nature of a problem introduces another aspect that can be accounted for through the use of singular value gain measure. The singular values of the transfer matrix $G(z)$ of the PGS given by (3.21), and denoted by $\sigma_i(j\omega)$, are functions of frequency $\omega$ (sometimes referred to as the principal gains of $G(z)$), where the complex variable $z$ is given by $z = exp(j\omega T_s)$, and $T_s$ being the sampling period for the plasma RIE process. In MIMO feedback control system design several performances and robust stability requirements can be expressed in terms of specifi-
cations on the maximum singular values of a particular closed-loop transfer matrix. In fact, the gain of a multivariable system (measured in terms of the induced matrix norm) is between the smallest and largest principal gains, \( \sigma_{\text{min}}(j\omega) \) and \( \sigma_{\text{max}}(j\omega) \) [36]. Most of the conditions required on the singular values of a system are similar to those needed on the gain of a scalar system. For example, for a negative feedback system with plant \( G(z) \) and controller \( F(z) \), for "good" performance \( \sigma_{\text{max}}((I + GF)^{-1}) \) and \( \sigma_{\text{max}}((I + GF)^{-1}G) \) should be small, particularly at low frequencies [36]. Similarly for good robust stability properties \( \sigma_{\text{max}}(F(I + GF)^{-1}) \) and \( \sigma_{\text{max}}(GF(I + GF)^{-1}) \) should be small, normally in the high-frequency range, where uncertainty is higher. The loop-shaping design rules are similar to those for a SISO system but take into account the mapping from matrix to scalar quantities through the singular values. For a SISO system, when the loop gain is greater than unity, the sensitivity function:

\[
S = (I + GF)^{-1}
\]  

(6.1)

tends to zero and the closed-loop transfer function tends to unity. For MIMO control systems the tracking error signal \( e \), the control \( u \) and the plant output \( y \) are weighted by transfer matrix specifications \( W_1(z) \), \( W_2(z) \), and \( W_3(z) \), which play an important role in ensuring the desired disturbance attenuation, and the desired stability margins for the multivariable feedback design subject to additive and multiplicative plant perturbations [36]. In order to quantify the multivariable stability margins and performance of the system, the singular values of the following sensitivity matrices are utilized:

\[
S(z) = (I + G(z)F(z))^{-1}
\]  

(6.2)

\[
R(z) = F(z)(I + G(z)F(z))^{-1}
\]  

(6.3)
\[ T(z) = G(z)F(z)(I + G(z)F(z))^{-1} \]  

(6.4)

The two matrices \( S(z) \) and \( T(z) \) are known as the sensitivity and complementary sensitivity functions, respectively, and the matrix \( R(z) \) as control sensitivity function. The singular value Bode plots of each of these transfer matrices play an important role in multivariable robust control design. The singular values of the matrix \( S(z) \) determines disturbance attenuation, since \( S(z) \) is in fact the closed-loop transfer matrix from the additive disturbance to the plant output \( y \). In [36], it is shown that a disturbance attenuation performance specification may be expressed as

\[
\sigma_{\text{max}}(S(\exp(j\omega T_s))) \leq |W_1^{-1}(\exp(j\omega T_s))| 
\]  

(6.5)

where \( |W_1^{-1}(\exp(j\omega T_s))| \) is the desired disturbance attenuation factor, and \( T_s \) is the sampling period. Allowing \( W_1(\exp(j\omega T_s)) \) to depend on frequency \( \omega \) enables one to specify a different attenuation factor for a given frequency \( \omega \).

Furthermore, we can specify the stability margins of the system by the singular value inequalities

\[
\sigma_{\text{max}}(R(\exp(j\omega T_s))) \leq |W_2^{-1}(\exp(j\omega T_s))| 
\]  

(6.6)

\[
\sigma_{\text{max}}(T(\exp(j\omega T_s))) \leq |W_3^{-1}(\exp(j\omega T_s))| 
\]  

(6.7)

where \( |W_2(\exp(j\omega T_s))| \) and \( |W_3(\exp(j\omega T_s))| \) are the respective sizes of the largest anticipated additive and multiplicative plant perturbations. It is a common practice to lump the effects of all the plant uncertainties into a single fictitious multiplicative perturbation, so that the overall control design requirements may be alternatively expressed by the following singular value inequalities

\[
\frac{1}{\sigma_1(S(\exp(j\omega T_s)))} \geq |W_1(\exp(j\omega T_s))| 
\]
\[
\sigma_i(T(\exp(j\omega T_s)))^{-1} \leq |W_3^{-1}(\exp(j\omega T_s))|
\]

To choose the design specifications represented by the weighting functions \(W_i(z)\) (performance specifications such as disturbance attenuation) and \(W_3(z)\) (robustness specifications such as roll-off frequency, stability margin), the 0 db crossover frequency in the Bode plot of \(W_1(\exp(j\omega T_s))\) must be sufficiently below the 0 db crossover frequency of \(W_3^{-1}(\exp(j\omega T_s))\). More precisely, we require

\[
\sigma_{max}(W_1^{-1}(\exp(j\omega T_s))) + \sigma_{max}(W_3^{-1}(\exp(j\omega T_s))) < 1 \quad \forall \omega \quad (6.8)
\]

The recently developed \(H^\infty\), frequency-weighted LQG, LQG loop transfer recovery (LQG/LTR), and \(\mu\)-synthesis theories have made multivariable loop shaping a standard technique. The \(H^\infty\) theory provides a direct, reliable procedure for synthesizing a controller that optimally satisfies singular-value loop shaping specifications. The frequency-weighted LQG optimal synthesis theory known as \(H^2\) theory and LQG/LTR lead to somewhat less direct, but nonetheless highly effective iterative procedures for manipulating the singular value Bode plots to satisfy singular value loop shaping specifications.

6.1 Robust Controller Architecture and State-Space Representation

The structure of the robust control system for the PGS in closed-loop is represented in Figure 6.1. In this structure we use a compensator after the controller in order to decrease the amplitude of the oscillations during the transient phase for which we
select the transfer function of the form:

\[ H_c = \begin{bmatrix} \frac{k_1 e^{s+a_1}}{s+b_1} & 0 \\ 0 & \frac{k_2 e^{s+a_2}}{s+b_2} \end{bmatrix} \]  \hspace{1cm} (6.9)

The proportional feedback block used to control independently each output has coefficients given by the matrix:

\[ K = \begin{bmatrix} k_1 & 0 \\ 0 & k_2 \end{bmatrix} \]  \hspace{1cm} (6.10)

The \( H^2 \) and \( H^\infty \) synthesis methods are especially powerful tools for designing robust multivariable feedback control systems to achieve singular-value shaping specifications.

By defining:
\( U_{sp} = \begin{bmatrix} u_1 & u_2 \end{bmatrix}^T, \quad y(k) = \begin{bmatrix} y_1(k) & y_2(k) \end{bmatrix}^T, \quad Y_{sp} = \begin{bmatrix} Y_1 & Y_2 & Y_3 & Y_4 & Y_5 & Y_6 \end{bmatrix}^T, \)

\( e(k) = U_{sp} - y = \begin{bmatrix} e_1(k) & e_2(k) \end{bmatrix}^T, \quad u_c(k) = \begin{bmatrix} u_{1c} & u_{2c} \end{bmatrix}^T, \) and

\( y_c(k) = \begin{bmatrix} y_{1c}(k) & y_{2c}(k) \end{bmatrix}^T, \) as the reference input vector, output vector, weighted output vector, error vector, controller output vector and plant input vector, respectively, and letting \( T_{Y_{sp}U_{sp}}(z) \) denote the transfer matrix from \( U_{sp} \) to \( Y_{sp} \), the \( H^2 \) and \( H^\infty \) discrete norms (corresponding to Figure 6.1) are defined as follows:

\[ H^2 \text{ norm:} \]

\[ \| T_{Y_{sp}U_{sp}} \|_2 = \max \{ T_{Y_{sp}U_{sp}}(z) \} \]  

\[ H^\infty \text{ norm:} \]

\[ \| T_{Y_{sp}U_{sp}} \|_\infty = \sup_{|z|=1} \max \{ T_{Y_{sp}U_{sp}}(z) \} \]

The PGS plant \( G(z) = C_G(zI - A_G)^{-1}B_G + D_G \) is “augmented” with weighting transfer matrices \( W_1(z) = C_{w_1}(zI - A_{w_1})^{-1} + D_{w_1}, \)

\( W_2(z) = C_{w_2}(zI - A_{w_2})^{-1} + D_{w_2}, \) and

\( W_3(z) = C_{w_3}(zI - A_{w_3})^{-1} + D_{w_3} + P_n z^n + ... + P_1 z + P_0 \) (possibly improper) penalizing the error signal, control signal and output signal, respectively (as in the block diagram shown in Figure 6.2) such that the augmented system can be represented in the following state-space representation form:

\[ x_A(k+1) = A x_A(k) + B_1 \begin{bmatrix} u_1(k) \\ u_2(k) \end{bmatrix} + B_2 \begin{bmatrix} u_{1c}(k) \\ u_{2c}(k) \end{bmatrix} + w(k) \]  

\[ Y_{sp}(k) = C_1 x_A(k) + D_{11} \begin{bmatrix} u_1(k) \\ u_2(k) \end{bmatrix} + D_{12} \begin{bmatrix} u_{1c}(k) \\ u_{2c}(k) \end{bmatrix} \]  

\[ e(k) = C_2 x_A(k) + D_{21} \begin{bmatrix} u_1(k) \\ u_2(k) \end{bmatrix} + D_{22} \begin{bmatrix} u_{1c}(k) \\ u_{2c}(k) \end{bmatrix} + v(k) \]
with the closed-loop transfer matrix \( P(z) = \begin{bmatrix} P_{11}(z) & P_{12}(z) \\ P_{21}(z) & P_{22}(z) \end{bmatrix} \), where \( P_{11}(z) = \begin{bmatrix} W_1(z) \\ 0 \end{bmatrix}, P_{12}(z) = \begin{bmatrix} -W_1(z)G(z) \\ W_2(z) \end{bmatrix}, P_{21}(z) = I, P_{22}(z) = -G(z) \), respectively.

Now, if we denote by

\[
\begin{align*}
\tilde{C}_G &= P_0 C_G + P_1 C_G A_G + \ldots + P_n C_G A_G^{n-1} \\
\tilde{D}_G &= P_0 D_G + P_1 C_G B_G + \ldots + P_n C_G A_G^{n-2} B_G
\end{align*}
\]

the matrices \( A, B_1, B_2, C_1, C_2, D_{12}, D_{21}, D_{22} \) can be expressed by the following expressions [36]:

\[
A = \begin{bmatrix}
A_G & 0 & 0 & 0 \\
-B_w C_G & A_{w_1} & 0 & 0 \\
0 & 0 & A_{w_2} & 0 \\
B_{w_3} C_G & 0 & 0 & A_{w_3}
\end{bmatrix},
B_1 = \begin{bmatrix} 0 & B_{w_1} \\ 0 & B_{w_2} \\ 0 & B_{w_3} D_G \end{bmatrix},
B_2 = \begin{bmatrix} B_G \\ -B_{w_1} D_G \\ B_{w_2} \\ B_{w_3} D_G \end{bmatrix},
C_1 = \begin{bmatrix}
-D_w C_G & C_{w_1} & 0 & 0 \\
0 & 0 & C_{w_2} & 0 \\
\tilde{C}_G + D_{w_3} C_G & 0 & 0 & C_{w_3}
\end{bmatrix},
C_2 = \begin{bmatrix} -C_G & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
D_{11} = \begin{bmatrix} D_w & 0 \\ 0 & 0 \end{bmatrix},
D_{12} = \begin{bmatrix} -D_{w_1} D_G & D_{w_2} \\ D_{w_3} \end{bmatrix},
D_{21} = I, D_{22} = -D_G.
\]

The closed-loop transfer matrix \( T_{Y_{sp},U_{sp}} \), known as weighted mixed sensitivity, is given
Figure 6.2: The simplified block scheme of the augmented plant.

6.2 Optimal Robust Control Problems

With respect to the definitions (6.11)-(6.12) and the state-space realization of the augmented plant (6.13)-(6.15) we are now in a position to formulate the $H^2$ and $H^\infty$ optimal design problems as follow:

Given a state-space realization of the "augmented" PGS plant $P(z)$, find a stabilizing feedback control law:
subject to additive and multiplicative plant perturbations such that the $H^2$ or $H^\infty$ discrete norms of the closed-loop transfer matrix

$$T_{YspUsp}(z) = P_{11}(z) + P_{12}(z)(I - F(z)P_{22}(z))^{-1}F(z)P_{21}(z)$$

are sufficiently "small" (less than or equal to one), i.e.,

$H^2$ optimal control:

$$\min_{F(z)} \left\| T_{YspUsp}(z) \right\|_2 \leq \mu \leq 1$$

$H^\infty$ optimal control:

$$\min_{F(z)} \left\| T_{YspUsp}(z) \right\|_\infty \leq \mu \leq 1$$

standard $H^\infty$ control (Small-Gain problem):

$$\left\| T_{YspUsp}(z) \right\|_\infty \leq 1$$

To solve the above problems, we use the design procedure presented in [36] and the weighting functions $W_1(z), W_2(z), W_3(z)$ (design specifications) to augment the plant $G(z)$. The $H^2 - norm optimal control problem$ is equivalent to a conventional $Linear Quadratic Gaussian optimal control problem$ using the following steps:
(i) Linear Quadratic Estimator Design (LQE) (Kalman filter design)

This procedure computes the estimate of the augmented PGS state, $\hat{x}(k)$, using a steady-state Kalman filter [36] with the dynamic state equation

$$\hat{x}(k+1) = A\hat{x}(k) + B_1 v_1(k) + B_2 v_2(k) + K_e[e(k) - C_2 \hat{x}(k) - D_{21} v_1 - D_{22} v_2(k)] \quad (6.22)$$

where $K_e$ is the Kalman gain matrix and is given by

$$K_e = (SC_2^T + B_1 D_{21}^T + B_2 D_{22}^T)(D_{21} D_{21}^T)^{-1} \quad (6.23)$$

$$SA^T + AS - (SC_2^T + R_w v) R_v^{-1} (C_2 S + R_{wv}) + Q_w = 0 \quad (6.24)$$

where $S$ is the unique positive definite solution of the above algebraic Riccati equation, and $v_1(k) = \begin{bmatrix} u_1(k) & u_2(k) \end{bmatrix}^T$, $v_2(k) = \begin{bmatrix} u_{1c}(k) & u_{2c}(k) \end{bmatrix}^T$. The Kalman filter generates a state estimate that minimizes the variance of the estimation error where $R_w$ and $Q_w$ are the covariance matrices with correlated white plant noise $w(k)$ and white measurement noise $v(k)$, respectively, having a cross-correlation matrix $R_{wv}$.

(ii) Linear Quadratic Regulator Design (LQR) (Full-state feedback design)

This procedure computes a feedback gain matrix $K$ such that when

$$v_2(k) = -K \hat{x}(k) \quad (6.25)$$

is applied to the augmented full-order system (6.13), the resulting closed-loop system is stable, i.e., all the poles of the closed-loop system are inside the unit circle. This
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control is selected to minimize the following quadratic function:

\[ J = \sum_{k=0}^{\infty} [x(k)^T Q x(k) + v_2(k)^T R v_2(k)] \]  

(6.26)

The feedback gain matrix \( K \) [36] is then given by:

\[ K = (D_{12}^T D_{12})^{-1} (B_2^T P + D_{12}^T C_1) \]  

(6.27)

where \( P \) is the unique positive definite solution to the discrete time matrix algebraic Riccati equation:

\[ A^T P + P A - P B_2 R^{-1} B_2^T P + Q = 0 \]  

(6.28)

The \( H^2 \) optimal controller has a transfer matrix of the following form:

\[ F(z) = K(z I - A + K_e C_2 + B_2 K - K_e D_{22} K_e^{-1}) K_e \]  

(6.29)

The disturbance attenuation specifications and the stability margin specifications given by the inequalities (??)-(6.8), may be expressed into a single infinity norm specification of the form

\[ \| T_{Y_{sp}U_{sp}} \|_{\infty} < 1 \]  

(6.30)

where

\[ T_{Y_{sp}U_{sp}} = \begin{bmatrix} W_1 S \\ W_3 T \end{bmatrix} \]  

(6.31)

This function is known as the mixed-sensitivity cost matrix since it penalizes both the sensitivity matrix \( S \) and complementary sensitivity matrix \( T \). The mixed-sensitivity approach for the robust control design is a direct and an effective way of
achieving multivariable loop shaping.

To find a stabilizing controller $F(z)$ such that $\left\| T_{ysp}u_s \right\|_\infty \leq 1,$ we will first start with $H^2$ synthesis and then apply $H^\infty$ techniques to determine the actual design limitations. The $T_{ysp}u_s$ singular value Bode plot associated with each design will indicate how close the design is to the specifications. For the design problem, in the structure of the weighting matrices ($W_1$, in general), one parameter appears explicitly, denoted by $\gamma,$ with respect to which one has to iterate several times until a suitable design is obtained. In this case, the standard $H^\infty$ control problem is referred to as the $H^\infty$ Small-Gain problem. Both $H^\infty$ and $H^2$ synthesis are often used together, with $H^2$ synthesis being used as a first try to get a sense for what level of performance is achievable. Then, an $H^\infty$ performance criterion is selected and the $H^\infty$ synthesis theory is used to do the final design work [36]. If one imposes overly demanding design requirements then the minimal achievable $H^\infty$ norm may be greater than one, in which case there is no solution to the standard $H^\infty$ control problem (that is to find a controller for which $\left\| T_{ysp}u_s \right\|_\infty \leq 1$). In [36], four conditions for the existence of a solution to the standard $H^\infty$ control problem are provided, namely

(i) $D_{11}$ is sufficiently small, i.e., there must exist a constant feedback control law $F(z)$ such that the closed-loop $D$ matrix satisfies $\sigma_{max}(D) < 1$

(ii) Riccati control matrix $P$ given by (6.28) is positive semidefinite

(iii) Ricatti observer matrix $S$ given by (6.24) is positive semidefinite

(iv) $\lambda_{max}(PS) < 1$

The optimal value for the parameter $\gamma,$ denoted by $\gamma_{opt},$ is given by solving the Small-Gain $H^\infty$ problem. To determine and observe the effects of the compensator,
the feedback block and the weighting functions, the following scenarios to the control structure given in Figure 6.1 are now investigated, specifically

(i) without the compensator
(ii) with the compensator
(iii) with the compensator and weighted control
(iv) with the compensator and weighted error, control and output.

6.3 Robust Control Structures

Case 1: The Robust Control Structure without Compensator

For this case the parameters \( k_1 \) and \( k_2 \) in (6.10) are tuned by trial and error to get the smallest possible steady-state tracking errors, resulting in \( k_1 = 0.001 \), \( k_2 = 0.005 \), \( W_1 = \gamma * I_2 \), and \( W_3 = I_2 \). Using the Matlab subroutine for \( H^\infty \), the optimal value for \( \gamma \) is obtained as \( \gamma_{opt} = 1.414 \). The results of the \( H^\infty \) synthesis are presented in Figures 6.3-6.6 without changes in the set points and in Figures 6.7-6.8 for changes in the set points. From these simulations, we can observe that very good results are obtained in stabilizing the system after a brief settling time, but at the cost of a high transitory oscillations. The controller structure is very robust to changes in the set points, and the system is stabilized with very small tracking errors.

Case 2: Robust Control Structure with Compensator

This structure is used to reduce the amplitude of the transient oscillations based on the integral effect of the compensator structure. The values for the parameters are determined by trial and error using the Matlab subroutine for \( H^\infty \) technique to get the smallest possible steady-state tracking errors for the PGS in closed-loop as follows:
\( k_1 = 0.3, \, k_2 = 0.07, \, a_1 = 0.102, \, a_2 = -0.2, \, b_1 = 0.3, \) and \( b_2 = -0.51 \) (see equation(6.9)), and

\[
K_c = \begin{bmatrix} 2 & 0 \\ 0 & 0.75 \end{bmatrix}
\]

(6.32)

for the case with changes in the set points and \( k_1 = 0.001, \, k_2 = 0.005, \, a_1 = -0.302, \, a_2 = -0.33, \, b_1 = 0.3, \) and \( b_2 = -0.51, \) and

\[
K_c = \begin{bmatrix} 2 & 0 \\ 0 & 0.75 \end{bmatrix}
\]

(6.33)

for the case without changes in the set points. The weighting functions have the same structure as in the first case. Using the Matlab subroutine for \( H^\infty \) technique we get \( \gamma_{opt} = 1.414, \) which is the same as in the first case since the weighting functions are not changed. The simulation results are presented in Figures 6.3-6.6 for the case with no changes in the set points and in Figures 6.7-6.8 for the case with changes in the set points. From these simulations one may observe that the amplitude of the oscillations are reduced considerably when compared to the previous case.

**Case 3: Robust Control Structure with Compensator and Weighted Control**

The weighted control case attempts to optimize the control effort as much as possible to perform good tracking error with small oscillations. In this case the control is weighted by the weighting transfer matrix \( W_2(z) \) which is chosen to ensure that the \( D_{12} \) matrix of \( P(z) \) is full rank as a necessary condition for having a solution to the \( H^\infty \) control problem. This is achieved by tuning the parameters using the Matlab subroutine for \( H^\infty \) technique with the following values:
\(k_1 = 0.12, k_2 = 0.001, a_1 = -0.302, a_2 = -0.33, b_1 = 0.3, b_2 = -0.51\) and

\[
W_2(z) = \begin{bmatrix}
\frac{0.001(z+1)}{z-1} & 0 \\
0 & \frac{0.001(z+1)}{z-1}
\end{bmatrix}
\] (6.34)

\[
K_c = \begin{bmatrix}
2.05 & 0 \\
0 & 0.85
\end{bmatrix}
\] (6.35)

It is our conclusion that this scenario is perhaps the best control structure for yielding small tracking errors, fast response and high robustness to the changes in the set points. The simulation results are presented in Figures 6.3-6.6 with \(\gamma_{\text{opt}} = 1.375\).

**Case 4: Robust Control Structure with the Compensator and Weighted Error, Control and Output**

In this case all the possible outputs of the PGS system, namely error, control and plant output are weighted by the appropriate weighting transfer matrices \(W_1(z), W_2(z),\) and \(W_3(z)\). By example, now we seek for the following singular value design specifications:

(i) **Robustness Specifications** (stability margin) expressed by \(W_3(z)\), chosen with respect to the requirements imposed by the application, and here in our case, assumed to perform, e.g., -40db/decade roll-off and at least -20db at 100 rad/sec.

(ii) **Performance Specifications** (disturbance attenuation) expressed by \(W_1(z)\) so as to minimize the sensitivity function. Note that we have

\[
W_1(z) = \begin{bmatrix}
0.015\gamma \frac{2.33z+1}{z-1} & 0 \\
0 & 0.015\gamma \frac{2.33z+1}{z-1}
\end{bmatrix}
\] (6.36)
where these weighting matrices are selected to meet the design specifications for the sensitivity function $S$ and the complementary sensitivity function $T = (I - S)$ (disturbance attenuation, stability margin) as well as the four existence conditions for a feedback control law as required in the standard $H_\infty$ control problem (see Section 4.2). The weighting matrix $W_2(z)$ is chosen to assure that the $D_{12}$ matrix of $P(z)$ is full rank to solve the $H_\infty$ control problem. The parameter $\gamma$ is initially set to 1 and later decreased until $\gamma_{opt} = 0.0099487$ is reached by the $\gamma$-synthesis algorithm. The values of the tuned parameters for this structure are given by:

$$W_2(z) = \begin{bmatrix} \frac{210(1.4z+1)}{z-1} & 0 \\ 0 & \frac{0.075(z-1)}{z-1} \end{bmatrix}$$  \hspace{1cm} (6.37)$$

$$W_3(z) = \begin{bmatrix} \frac{1.0(z-1)^2}{(z+1)^2} & 0 \\ 0 & \frac{1.58(z-1)^2(1.3z+1)}{(z+1)^2} \end{bmatrix}$$  \hspace{1cm} (6.38)$$

$$K = \begin{bmatrix} 0.15 & 0 \\ 0 & 13.85 \end{bmatrix} \hspace{1cm} (6.39)$$

$$K_c = \begin{bmatrix} 0.95 & 0 \\ 0 & 0.75 \end{bmatrix} \hspace{1cm} (6.40)$$

$a_1 = -0.82$, $a_2 = -0.29$, $b_1 = 0.3$, $b_2 = -0.51$.

The closed-loop system performance of these robust control strategies, namely the settling time ($t_r$), rise time ($t_i$), overshoot ($\%OS$), steady-state error ($\varepsilon$) and the convergence of the algorithm for $V_{bias}$ and $[F]$ are presented in Table 6.1. The results of the simulations are presented in Figures 6.3-6.8. In Figure 6.7 the $V_{bias}$ doesn’t reach the steady-state after 5200 samples, however this state will eventually reach a steady-state after a long time, and so for this scenarios the
performance is not as good as desired. These results illustrate the robustness of this control strategy as the set points are varied. This algorithm is among the most effective control strategies for the highly nonlinear PGS control system.

### 6.4 Summary

In this chapter we have developed a MIMO real-time robust control strategy using standard $H^\infty$ control techniques. The contributions of the compensator, the feedback block and the weighting matrices in the control structure depicted in Figure 6.1 are investigated, namely the closed-loop system

(i) without compensator

(ii) with compensator

(iii) with compensator and weighted control, and

(iv) with compensator and weighted error, control and output.

For each of the above cases we study the behaviour of the robust controller to changes in the set points. The results of the simulations indicate that the third structure yields the highest performance in terms of the tracking error in the steady-state, fast response and high robustness to changes in the set points in the presence of disturbances and parameter variations in the PGS system. This algorithm is among the most effective control strategies considered in this chapter and thesis for controlling a highly nonlinear PGS system.
Figure 6.3: The performance of the robust controller on the *throttle position* for the closed-loop system.
Legend: The star designates the first case, the dot designates the second case, the "x" designates the third case, and the solid line designates the fourth case.
Figure 6.4: The performance of the robust controller on the RF power for the closed-loop system.
Legend: The star designates the first case, the dot designates the second case, the "x" designates the third case, and the solid line designates the fourth case.
Figure 6.5: The performance of the robust controller on the $V_{bias}$ for the closed-loop system.
Legend: The star designates the first case, the dot designates the second case, the "x" designates the third case, and the solid line designates the fourth case.
Figure 6.6: The performance of the robust controller on the *fluorine concentration* \([F]\) for the closed-loop system.

Legend: The star designates the first case, the dot designates the second case, the "x" designates the third case, and the solid line designates the fourth case.
Figure 6.7: The performance of the robust controller on the $V_{bias}$ for the closed-loop system with changes in the set points. 
Legend: The star designates the first case, the dot designates the second case, the "x" designates the third case, and the solid line designates the fourth case.
Figure 6.8: The performance of the robust controller on the fluorine concentration \([F]\) for the closed-loop system with changes in the set points.
Legend: The star designates the first case, the dot designates the second case, the "x" designates the third case, and the solid line designates the fourth case.
Chapter 7

Performance Comparison of the Proposed Real-Time Control Strategies

7.1 Wafer Performance

The real-time robust control strategies developed in this thesis use the process variables $V_{bias}$ and $[F]$ with the attention being focused on modelling, control and analysis of the PGS system. In these control strategies the real-time controller maintains the desired $V_{bias}$ and $[F]$ set points for the duration of an etch cycle. However, in order to have a criterion for comparing the performance of different control strategies, we have to translate the results obtained so far for the PGS system into performance of the wafer subsystem, namely etch rate or etch depth. The main objective here is to keep the etch depth at a desired target value in the face of variations in the process disturbances, namely $CF_4$ flow-rate disturbances, loading disturbances, and oxygen disturbances. In [21] the simplified Mogab-Flamm wafer model was used which as-
sumes that the etch rate is directly proportional to the fluorine concentration \([F]\), and the coefficient of the proportionality depends only on the operating point. Therefore, to study the etch rate performance of the wafer, or equivalently the etch depth, we can consider the performance of the PGS system in terms of \([F]\). To choose the "best" real-time control strategy we can select the controller that yields the best tracking error with respect to the fluorine concentration \([F]\) set points.

### 7.1.1 Experiments Results

The effect of the disturbances in [21] is studied at two operating points: operating point A (op A) at 1000 W, 20 mTorr, and 30 sccm, and operating point B (op B) at 1000 W, 40 mTorr, and 40 sccm. Operating point A, because of its lower pressure, uses much more ion bombardment for etching than operating point B. The ions collide less with other particles in the sheath and, therefore, are able to develop more kinetic energy. For each operating point, the load was varied from 1 to 5 wafers. The etch rate was measured on unpatterned wafers of 600 nm polysilicon on 32 nm silicon dioxide on silicon. This stack of materials provides a nice reflection from the incident reflectometry light sources, thereby enabling the acquisition of good reflectometry data [21]. Bare silicon wafers were used for additional loading. The etch rate for polysilicon is about the same as that for silicon. The change in etch depth as measured by the white light reflectometry data was used to calculate an average etch rate. The impact of the water vapour disturbance is also studied in [21]. The magnitude of the water vapour disturbance depend upon the humidity in the clean room, the polymer buildup on the chamber walls, and the time that the chamber was left open to load the wafers.
7.2 Performance Comparison and Feasibility of the Algorithms

Our efforts on real-time control have concentrated on feeding back plasma variables to attenuate the effects of process disturbances. Additional results on two-input, two-output controllers which regulate estimated fluorine concentration and bias voltage are reported in [1], [4]-[8], [37]. Also substantial contributions for modelling and control of RIE systems are found in [10], [12], [20], [2], and [18].

The performance achieved by our proposed real-time control strategies is compared by depicting the results in the same graph as shown in Figures 7.1-7.4. The legend used in these figures is as follows:

1. *PI self-tuning control* algorithm [A₁].
2. *LQG control* algorithm [A₂].
3. Intelligent control strategy [A₃].
4. Stochastic minimum variance adaptive control strategy [A₄].
5. Robust control strategy [A₅].

For each operating condition, we can see that the best performance for the $V_{bias}$ as depicted in Figure 7.1 is obtained, in order, by the strategies A₃, A₅, A₁, A₂, and A₄, and for the fluorine concentration [F], as depicted in Figure 7.3 by the strategies A₃, A₅, A₂, A₁, and A₄. For the A₂ and A₄ strategies, we have a small decrease in performance due to the stochastic environment (disturbance variations). By taking into account control effort, as depicted in Figures 7.5-7.6 for comparing the performances of these strategies, we can state that the best overall performance is achieved in order by the controllers A₅, A₃, A₁, A₂, and A₄. Note that by changing the operating condition this order may also change, therefore it is possible that one controller performs better than others in a given operating condition. As far as the evolution of the flu-
Figure 7.1: The evolution of the $dc V_{bias}$ in closed-loop system for all the control strategies (the first period of the transient).

Figure 7.2: The evolution of the $dc V_{bias}$ in closed-loop system for all the control strategies (the second period of the transient).
Figure 7.3: The evolution of the fluorine concentration [F] in closed-loop for all the control strategies (the first period of the transient).

Figure 7.4: The evolution of the fluorine concentration [F] in closed-loop for all the control strategies (the second period of the transient).
Figure 7.5: The evolution of the throttle-position in closed-loop for all the control strategies.

Figure 7.6: The evolution of the power in closed-loop for all the control strategies.
orine concentration for the $A_1$-$A_5$ cases is concerned, as shown in Figure 7.3, we can conclude that the best performance for the same operating condition is obtained in the following order: $A_5$, $A_3$, $A_2$, $A_1$, and $A_4$. Generally a hierarchical control strategy that is capable of determining at each sampling interval which controller is the most suitable choice to be employed will be of great use. Other performance indicators such as the settling time ($t_r$), steady-state error for $V_{bias}$ and $|F| (e)$ and the convergence achieved by the algorithms $A_1$ -- $A_5$ developed in this thesis are presented in Table 7.1 as a synthesis of the performance presented in details (settling time, rise time, overshoot, steady-state error and convergence) in the Tables 4.1-4.3, 5.2, 6.1. From this table and from the overall simulation results we could conclude that almost all the proposed algorithms have a good convergence, are computationally efficient due to their modular structure and recursive form with a relative small number of operations involved in the computation process, are feasible to be implemented in practice, and have very close steady-state errors. During the transient, the behaviour of the controllers are completely different as far as the oscillations, the settling time, the actuator efforts, the capability of working well in a large region around the operating point, are concerned.

The self-tuning PI control approach $[A_1]$ is proposed as a standard controller easy to use in practice. The algorithm is developed for the MIMO decoupled PGS model with pure delay in comparison with [22], [25] which gave a general approach for

| Algorithm      | $V_{bias}/|F|$ | $t_r$ [sec] | $V_{bias} e$ [Volts] | $|F| e$ [%] | Convergence |
|----------------|----------------|------------|---------------------|-------------|-------------|
| Self-tuning PI $[A_1]$ | 80/60          | 0.0015     | 0.00002             |            | very good   |
| LQG $[A_2]$    | 15/75          | 0.0014     | 0.00001             |            | very good   |
| Neurocontrol $[A_3]$ | 2/1        | 1.36       | 0.015               |            | very good   |
| SMVAC $[A_4]$  | 100/50         | 1.29       | 0.05                |            | good        |
| Robust control $[A_5]$ | 2.5/4.5  | 0.31       | 0.0009              |            | very good   |

Table 7.1: Performance comparison for the algorithms $A_1$-$A_5$. 
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SISO systems, and [1] that studied the possibility of using a standard PI controller structure for MIMO coupled PGS model identification approach.

The self-tuning PI algorithm is simple, convergent, fast, computationally efficient, and is feasible to be implemented in practice, however it works well only in a small region around the operating point for which it was designed for. Generally, larger values of the model parameters will cause the controller to take longer to fine tune itself. The control action, therefore, depends on the predicted values of the one-step ahead model in time, and the algorithm works well when the number of parameters is small. As the number of parameters increases the initial estimates become increasingly important and poor estimates may result in an extended period of poor performance and this could even lead to instability.

Also, good performance is given by the stochastic minimum variance identification algorithm [44] when applied to the MIMO coupled RIE system having 12 unknown parameters. For comparison the approach in [32] is applied only to SISO systems with two unknown parameters. The simulation results depicted in Figures 4.24-4.27 show a fast adaptation and convergence. In the identification process, the highly fluctuating behaviour of the adaptive control signal contributes greatly to the excitation of the system dynamics required for a convergence. For a deterministic control environment, perfect tracking at steady-state can be obtained, since the control effort $u(k)$ is not being constrained by the disturbances. The identification part of the control strategy is computationally more efficient than the modified extended Kalman filter algorithm, because the state-space innovations model eliminates the computation of the Kalman gradient $\nabla_{\theta} K(\theta)$ with respect to $\theta$ via the Kalman filter gain algorithm. Also, in this case the execution of the Kalman filter for the state estimation is not needed since the Kalman gain $K(\theta)$ is directly parametrized by $\theta(k)$ considered as a Markov-Gauss process [32]. The control part of the proposed strategy uses the
per-interval performance index (4.54), which is computationally more efficient than the dynamic programming algorithm, and yields a higher performance compared to a general performance index. The algorithm is therefore feasible and can be easily implemented in practice in real-time, however it works well only in a small region of the operating point and is perhaps most sensitive to the deviations around the operating point. The LQG algorithm \([A_2]\) has good convergence properties and can be implemented in real-time. It is computationally efficient and is similar in performance to the approach developed in [29], and was chosen in this thesis because we found it to be well adapted to the specifics of the plasma etching process (more disturbances, measurement and process noise contamination), and consequently operates properly in the stochastic environment.

All the three linear controllers \(A_1\), \(A_2\), and \(A_4\) applied to the highly nonlinear MIMO plasma generation subsystem (PGS) can achieve their desired performance characteristics for only small regions around the operating points for which they were designed for. The transient behaviour at the beginning of the etch process may force the system into regions outside of which the linear controller can be applied safely.

Higher fidelity neuromodel architectures and real-time nonlinear neurocontrol strategies \([A_3]\) for the PGS system in closed-loop are developed to improve substantially the plasma characteristics. In comparison with the structures developed in the plasma literature [2], [9], [19], [14] our approach is conceptually different, the algorithms are more efficient, faster, more accurate and more suitable to be implemented in real-time for controlling the reactive ion etching processes. To implement these neurocontrol strategies in real-time, we need accurate real-time sensors and high speed microprocessors and parallel processing architectures to perform off-line training, on-line parameter adjustments, model processing, and feedback control processing.

Similar performance is obtained by using a real-time robust control strategy \([A_5]\)
which responds more accurately to the variations in the plasma parameters, disturbances, and the changes in the set points. The proposed structure for this control strategy is introduced for the first time in the literature to control the performance of the reactive ion etching process. It seems that this algorithm is perhaps the best control structure yielding small tracking errors, fast response and high robustness to changes in the set points in presence of disturbances and parameter variations in the highly nonlinear PGS system.

7.3 Real-Time Control Integration in Multi-Input Multi-Output Reactive Ion Etching Systems

Our goal is to reduce the variance of the etch characteristics by integrating the real-time control of the plasma and process variables. The real-time controller $A_5$, developed in this thesis adjusts the reactor input variables to maintain the plasma parameters at constant set-point values. The idea is to use real-time plasma sensors to monitor key plasma parameters and design a real-time multivariable controller to control the PGS. The controlled species were measured by quadrupole mass spectrometry with direct effect on the outcome of the performance variables. This verifies the feasibility of our control strategy, in other words an in-situ sensor based controller is capable of reducing process variations. The results obtained confirm the utility of our proposed strategies to control the etching process despite the drift during an etch. However, these algorithms can also be used as a research tool for evaluating complicated gas kinetics. The controllers can drive the film properties, namely etch depth, anisotropy, selectivity and uniformity to desired regimes based on important gas species and dc induced voltage in an optimal fashion. Also, the mass flow controller offset experiments [21], [37] demonstrate the utility of real-time sensing and
control for disturbance rejection. At this time we are using the bias voltage, $V_{bias}$, signal from the RF matching network and an optical emission spectroscopy (with $A_r$ as an actinometer) based measurement for the concentration of the main etchant species fluorine, $[F]$, as the key plasma variables. The real-time two-input, two-output controller $A_5$ is designed to provide set point tracking (on $V_{bias}$ and $[F]$), and disturbance attenuation in a large regions of the RIE parameter space. The output of the wafer etch subsystem (WES) namely, etch depth, is assumed to be monitored by one or more reflectometers, or can be estimated by Kalman filters to provide set points for the plasma real-time control module. The use of plasma real-time robust controller has the following advantages:

(i) dynamic plasma disturbances rejection,

(ii) maintenance of plasma variables at desired values, and

(iii) diagnoses capabilities in the plasma subsystem.

As for as the disadvantages of using only the plasma real-time controller, without using any information on the output of the wafer etch subsystem, one can enumerate the following issues:

(i) plasma sensor drift may cause the etch process to drift

(ii) the etch disturbances are not controlled, and

(iii) the cost of real-time sensors.

The integrated approach combines the benefit of better disturbance rejection, more relevant control variables, and diagnosis on two different time scales.

7.4 Hierarchical Real-Time Control Strategies

In the previous section, we saw that if the operating conditions are changed, that could also change the best control strategy among the $A_1, A_2, A_3, A_4,$ and $A_5$ configurations.
To select the best control strategy for each sample interval we have conceived a hierarchical control structure depicted in Figure 7.7. The main idea behind this control strategy consists of selecting for each sampling interval the best algorithm that is capable of yielding the closest value of the fluorine concentration with respect to the desired value (set point) or equivalently the best tracking error with respect to the fluorine concentration. The hierarchical control strategy compares for each sampling interval the tracking error resulting from each algorithm and then selects the best algorithm that results in the smallest tracking error.

The results of the selection are depicted in Figures 7.8-7.9 for four assumed sectors of the system trajectory for the sake of clarity. From these figures, we can observe that in the first sector, the best control strategies selected are $A_3$ and $A_8$, for the second sector we obtained $A_5$ and $A_1$, with high frequency $A_1$ due its the best tracking error achieved in the steady-state, for third sector we obtained $A_1$, and for the last sector of the trajectory, we obtained $A_1$, $A_2$ with high frequency $A_2$ due its the best tracking steady-state error compared with other strategies developed in this thesis. The above results demonstrate the fact that each control strategy yields
a different performance at various points of the system trajectory. The hierarchical control strategy performs the best selection of the control strategy taking into account the tracking error for each configuration with minimum control effort so to achieve continuously the best overall control performance. The overall performance obtained by this control strategy is represented in Figures 7.10-7.11. These figures reveal some peaks along the trajectory due to the switching from one algorithm to another, but the general trend is to reach the steady-state after a very short transient interval. The peaks in the throttle position and in the RF power depicted in Figures 7.12-7.13 appear due to the brief time switch and fast return of the robust control strategy $A_5$ and PI self-tuning control strategy $A_1$. Almost for the first three sectors of the trajectory, the control effort is piecewise constant and has a smooth evolution in the last sector due to the choice of configurations $A_5$, $A_3$, $A_1$ and $A_2$ which yield the best tracking performance. We can conceive other control structures by selecting different models instead of selecting a control algorithm, or alternatively using mixed structures that combine a control algorithm and the model simultaneously.

7.5 Summary

In this chapter, we attempted to select the best real-time control strategy by performance comparisons of the real-time control strategies developed in Chapters 4-6, namely PI self-tuning adaptive controller, LQG controller, stochastic minimum variance adaptive controller, intelligent controller, and robust controller. To realize this, we use the Mogab-Flamm model of the wafer [21] which assumes that the etch rate is directly proportional to the fluorine concentration, $[F]$. In this chapter we have also developed a hierarchical control strategy to select the best real-time feedback control strategy for each sampling time interval. The hi-
Figure 7.8: The selection index of the best per-interval control strategy divided into four sectors of the trajectory.
Legend: (a) The first sector of 1000 samples designates the interval [1, 1000];
(b) The second sector of 1000 samples designates the interval [1001, 2000];
(c) The third sector of 1500 samples designates the interval [2001, 3500];
(d) The fourth sector of 1703 samples designates the interval [3501, 5203].

Figure 7.9: The overall selection index of the best per-interval control strategy.
Figure 7.10: The evolution of the $V_{bias}$ in closed-loop selected by the hierarchical control strategy without input constraints.
Legend: The star designates $V_{bias}$ calculated by the algorithm, and the solid line designates the $V_{bias}$ set point.

Figure 7.11: The evolution of the fluorine concentration [$F$] in closed-loop selected by the hierarchical control strategy without input constraints.
Legend: The star designates [$F$] calculated by the algorithm, and the solid line designates the [$F$] set point.
Figure 7.12: The evolution of the *throttle position* in closed-loop selected by the hierarchical control strategy without input constraints.

Figure 7.13: The evolution of the *power* in closed-loop selected by the hierarchical control strategy without input constraints.
erarchical control strategy performs the best selection of the control strategy taking into account the tracking error of each configuration with minimum control effort to achieve continuously the best overall control performance. This control strategy confirms that the choice of the best per-interval control action for the PGS system would achieve good performance for the etching process. We can justify this conclusion by considering the results depicted in Figures 7.10, 7.11 for the $V_{bias}$, and fluorine concentration [$F$] in closed-loop PGS system. From these simulation results, we can observe that after a few samples (fast transient) both process variables reach the set points with good tracking performance.
Chapter 8

Conclusions and Future Work

8.1 Conclusions

To place etching process design and control on a more rational basis, we have developed in this research both linear and nonlinear models of the PGS system as well as five MIMO real-time control strategies yielding superior performance in a stochastic environment. From both theoretical and practical perspectives the following observations can be made:

- The algorithms use a second-order ARIMA model of the etching process based only on the experimental input-output data, and a linear model in state-space representation. We have also explored the possibility of using neural networks for modelling and control of the RIE system in real-time since precise modelling of the RIE is difficult due to the extremely complex nature of the particle dynamics within plasma. The development of the neuromodels requires considerable training and testing. For the training set, the first half of the experimental input-output data is selected to adjust the weight matrices, and the other half is used as the testing set.
• The above models represented our basic support for developing multivariable and intelligent control strategies, namely *PI self-tuning* controller, *LQG* controller, stochastic adaptive control using minimum variance identification, robust control, and hierarchical control strategies.

• All the controllers are developed to directly affect the transient behaviour of the PGS system in closed-loop and all the real-time control strategies are intended for on-line use.

• Past design experience and a *priori* information on system dynamics has been incorporated into the adaptive system design.

• Addition of sensors to the adaptive system such as plasma spectrometers and reflectometers, could improve the state estimation and parameter identification algorithms substantially.

• The algorithms developed could avoid excessive changes in the control input by taking into account the physical limitations of the *throttle valve* and *RF power actuators*.

• A self-tuning regulator was designed by assuming that the system to be controlled is not open-loop minimum-phase and each loop has the same time delay. The algorithm is relatively simple, reliable and robust.

• As the level of disturbances increase, the convergence rate of the performance index $J(k)$ for the *PI self-tuning* control, *LQG* control and stochastic adaptive control algorithms will decrease. The tracking performance may degrade as the noise levels increase.

• Perfect tracking can be obtained for the deterministic (i.e. $w(k)=0$ and $v(k)=0$) case.
• The neuromodels were able to capture the nonlinearities in the throttle valve actuator and to ensure an accurate representation of the dynamics of the RIE process.

• The development of an optimal neuromodel was complicated by the fact that back-propagation networks contain several adjustable parameters i.e., number of hidden layers and hidden neurons, learning rate, momentum, error goal, etc., for which the optimal values are initially unknown.

• The convergence of the neuromodels also depends on the experimental input-output data set used to train the neural networks.

• Even if the prescribed error goal is reached during the training phase by the neural networks this fact does not necessarily always guarantee good performance. This should be verified in the testing phase (generalization) where it is possible to discover that the neural networks were not capable of learning the experimental input-output data sets.

• The neurocontrollers eliminate the need for an experienced engineer to tune the parameters and can be more easily applied to reactive ion etching process. Furthermore, the real-time neurocontrol strategies for the reactive ion etching systems can support the efforts of process and equipment engineers by reducing the number of off-line experiments that must be performed, and by eliminating the need for building extra equipment prototypes.

• Proper choice of neurocontroller parameters (weights) is critical to the performance of RIE systems.

• The real-time neurocontrol strategy is very robust to a wide range of input command signals, as well as varying initial conditions and different noise levels.
Robust control design ensures that closed-loop stability and performance specifications are insensitive to unknown components of the plasma dynamics [36]. The proposed real-time robust control strategy for RIE system is capable of producing the required transient and steady-state performances by suitable choice of feedback loop, compensator, and controller parameters.

In this thesis, a robust control algorithm that ensures stability of the RIE system in closed-loop has been developed with reduced sensitivity to all the changes that can occur in the parameters of the etching process. Towards this end we have used generalized $H^2$ and $H^\infty$ strategies as described in [36].

The performance of the robust control strategy depends also on the selection of the weighting functions $W_1(s), W_2(s), \text{ and } W_3(s)$.

In a performance comparison of the proposed control strategies, it was observed that neurocontrol, robust control, $LQG$, and stochastic minimum variance adaptive control yield the best performance.

The performance of these control strategies differ with respect to the range of operating conditions. To choose the best strategy when the operating conditions change, we have proposed a hierarchical control strategy to generate the best per-interval control action for the PGS system.

The correlation between the etch rate and fluorine concentration is the main reason for relating the wafer performance to the PGS performance. This has motivated us to only focus on developing control strategies to ensure tight control of the PGS outputs, i.e., $V_{bias}$ and fluorine concentration, $[F]$.
8.2 Contributions

Among the main contributions in this thesis, we list the following:

- Development of linear models of the PGS, namely second-order coupled and
decoupled MIMO models with pure delay and without delay, validated and sim-
ulated in Figures 3.2-3.21. These models were developed corresponding to the
operating point provided by the experimental input-output data. The most
accurate of these models seems to be the coupled MIMO PGS model with pure
delay. This was used to build the stochastic adaptive control, LQG and robust
control strategies.

- Development of four nonlinear neuromodels for the PGS system and controllers,
and four real-time neurocontrol strategies with the simulated results shown in
Figures 5.13-5.16, 3.22-3.29, and Figures 5.1-5.8 respectively. The most accu-
rate neuromodel which fits the experimental input-output data seems to be the
second-order nonlinear PGS neuromodel. This neuromodel is able to capture
the nonlinearities of the throttle valve actuator and to operate in a wide range
of operating conditions. The best suitable neurocontroller structure which more
accurately learns the inverse dynamics of the plant uses the same neuromodel
structure i.e., second-order nonlinear PGS inverse neuromodel. The structure
of these neuromodels appears for the first time in the plasma literature.

- Development of a novel real-time robust control strategy structure which re-
responds more accurately to the variations in plasma parameters, disturbances,
and changes in the set points.

- Development of a novel hierarchical real-time control strategy capable of se-
lecting the best per-interval control using the architecture depicted in Figure
7.7. This architecture is proposed for the first time in the plasma literature to control the PGS system in closed-loop.

- Development of practical aspects of real-time feedback control strategies to address a real application problem, namely design of real-time MIMO control strategies for the highly nonlinear RIE process to improve the manufacturing characteristics of the plasma.

### 8.3 Future Work

The problem of proof of stability for the neurocontrol strategies would be a challenging effort which is essential for dynamic systems analysis, synthesis, and control. This is one aspect of the future work to be carried out. Possible approaches would be to use the performance index $J(k)$ as a Lyapunov function, and show that it satisfies the Lyapunov stability criteria, or associating the control algorithm with a set of nonlinear time-varying deterministic differential equations [32], and then studying the stability of these equations that are related to the stability of the closed-loop adaptive system.

For MIMO coupled systems, a suboptimal alternative which is inherently less sensitive to time delay variations and non-minimum phase behaviour is the multivariable pole assignment method. Using the design methodology presented in [22], it will be interesting to extend our control design to an on-line stochastic regulator, namely a self-tuning algorithm based on the minimum variance principle.

A self-organizing fuzzy logic controller using auto regressive moving average model will be another interesting approach to consider in this research. This algorithm could be a design methodology for on-line self-organizing fuzzy logic controllers without using any plant model [38]. The control algorithm obtains the control rules for a system about which little knowledge is available. Compared with conventional fuzzy
logic control when knowledge about the system for developing control rules has to be supplied by an expert, the proposed fuzzy logic controller needs no expert in developing control rules. The proposed self-organizing fuzzy controller will be a rule-based type of controller which learns on line how to control the system, and should be possible to use for the reactive ion etching process. The algorithm will combine system identification and control knowledge that are obtained through learning and experience.

Future research could also be directed towards stochastic dual adaptive control and stochastic adaptive neurocontrol strategies. In this context, it will be useful to extend the stochastic adaptive control results discussed in Chapter 4 for developing a neural self-tuning adaptive control algorithm for nonlinear systems. Here the implicit identification may be performed by a neural network based on minimum variance, Newton and gradient optimizations with the advantage of increasing the computational capability due to the parallel processing structure [32]. The neural identification schemes and the control law should be robust and computationally efficient for real-time adaptive control design for the PGS.

Another future direction could be a robust neurocontrol design. In this approach the neurocontroller structure will be determined so as to be able to subsume the mapping classes necessary to satisfy the given robustness requirements. The neurocontroller will be trained so that these requirements are actually satisfied. The means to enable the training algorithm to find the solution satisfying these requirements is through the choice of the appropriate cost function. The most important part of the cost function that incorporates robustness requirements is the set of training examples. These two aspects, neurocontroller structure and training examples will form the basis for developing a theoretical foundation for implementing a robust neurocontroller for the PGS system, based on the methodology outlined in [39].
The similarities between the reactive ion etching process and the other chemical processes, such as chemical vapour deposition (CVD), anisotropic wet etching silicon (TMAH), plasma enhanced chemical vapour deposition (PECVD), low plasma chemical vapour deposition (LPCVD), etc., may give us the opportunity to further improve the theoretical approach (computational efficiency, convergence, stability, and robustness), and to extend the application field of the algorithms developed in this thesis to these other processes.

Finally, it is envisaged that the semiconductor manufacturing processes will still remain an open field and provide a great opportunity for much further applications of the systems and control techniques.
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