Abstract

In this dissertation we study compression and robust transmission of images over wireless channels. Due to the problems associated with wireless channels, image communication over these channels requires error-resilient coding schemes that must offer good compression and low complexity. We propose an analysis-by-synthesis coding technique called Variable Block-size two-dimensional Code Excited Linear Predictive (VB 2D-CELP) coding that implements block-adaptive prediction and variable block-size coding. The method can be used for still picture coding or for periodic intra-frame coding required in time-varying image coding. The scheme demonstrates its merits over the DCT-based JPEG standard by reducing the block effects of the DCT method while having low decoder complexity and offering provisions for error-resilience.

Another important problem studied in this dissertation is the transmission of images over wireless channels, in particular over CDMA Rayleigh fading channels. We develop a robust coding scheme and propose error-resilient tools that are implemented in the source coding scheme to mitigate the effect of uncorrected channel errors and to limit error propagation. Source error detection and concealment techniques are implemented under the source coding constraining conditions or under separation of the responses into zero-input response and zero-state response of each image block.

Based on an investigation of the error sensitivity of the bit-stream of coded images, we propose and investigate strategies that combine error-resilient source coding and channel error control for the purpose of providing robust transmission. The a priori knowledge of the bit-sensitivity of the different types of information of the compressed image data enables us to perform an efficient unequal error protection for robust transmission. For the channel error control, we investigate a type-I hybrid ARQ protocol using concatenated Reed-Solomon/Convolutional coding. We study the system performance for two extreme channel conditions: the perfectly interleaved channel and a quasi-static highly correlated channel. For applications with different quality of service requirements, we study the system performance in terms of reliability and transmission delay and examine the effect of outer interleaving and maximum number of retransmissions on the system performance using a quasi-analytical method for the case of the channel with non-independent errors.

Finally, a coding control technique that dynamically adapts the source coder rate and channel error control to the channel condition is proposed. Based on an estimate of the
channel condition, the rate control adapts the source coder rate so as the compression ratio is changed to provide higher channel protection when the channel is severe, and improve the source rate and provide better performance when the conditions are favorable.
Sommaire
Cette étude traite du codage et de la transmission robuste d'images sur canaux radio-mobiles. Ces canaux peuvent être fortement bruités ce qui nécessite le recours à des techniques de codage robustes qui offrent à la fois un taux de compression élevé et une complexité réduite. Nous proposons une méthode de codage basée sur un traitement du type analyse-par-synthèse, à savoir le codage "Variable Block-size two-dimensional Code Excited Linear Predictive" (VB 2D-CELP). La méthode peut être utilisée pour le codage à débit réduit aussi bien d'images fixes que de trames de séquences d'images. L'étude nous a permis de conclure que le codage VB 2D-CELP fournit, à un taux de compression donné, des images de meilleure qualité que le DCT. Par ailleurs, le décodeur du VB 2D-CELP est moins complexe que celui du DCT adopté dans le standard JPEG et est robuste aux erreurs de transmission.

On s'intéresse aussi à la transmission des images codées sur un lien CDMA caractérisé par des évanouissements de Rayleigh. Nous développons une variante du codeur de source afin de rendre celui-ci capable de détecter puis cacher l'effet des erreurs de transmission qui n'ont pas été corrigées ou détectées par le codage de canal. Ces techniques sont fondées sur les contraintes du décodage ou sur la séparation de la réponse dans chaque bloc de l'image en réponses "zero-input" et "zero-state".

Pour une transmission robuste, on propose, sur la base de la sensibilité des données d'images codées aux erreurs de transmission, des stratégies de contrôle d'erreurs qui adaptent le codage de canal aux différents types d'information à transmettre de la source.

Quant au codage de canal, nous étudions un codage hybride de type-I qui utilise la concaténation d'un code Reed-Solomon (RS) au codeur Convolutionnel. Nous évaluons la performance du système dans deux cas: un canal à évanouissements de Rayleigh indépendants pour les systèmes sans contraintes de délai et un canal quasi-statique où les évanouissements varient lentement pendant la durée d'un paquet de données. Dans le cas du canal de Rayleigh non indépendant, une méthode quasi-analytique est développée afin d'évaluer la performance pour des applications ayant différentes contraintes de qualité de service. Cette méthode nous permet d'évaluer la performance en fonction de l'effet de l'entrelacement sur les symboles RS et de celui de la troncature des retransmissions, nous permettant ainsi d'examiner la fiabilité et le délai de transmission de la communication.

Comme l'utilisation de la retransmission automatique en cas d'erreurs peut engendrer...
des délais indésirables, il est préférable d'adapter le volume des données à transmettre en fonction de l'état du canal. Nous proposons une méthode de contrôle du débit qui l'adapte à l'état du canal. Dans des conditions défavorables du canal, le volume de données à transmettre avec retransmission est réduit pour pouvoir plus protéger les bits sensibles aux erreurs. Dans le cas où les conditions sont favorables, le débit à la source est élevé pour permettre une reconstruction de meilleure qualité à la réception.
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</table>
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Chapter 1
Introduction

1.1 The future of wireless Multimedia communications

It is anticipated that the future will witness the next revolution through telecommunications technology to reach the ultimate goal of ubiquitous connectivity at anytime, anywhere, with anyone, and with any media. In recent years, the communications sector was one of the few constantly growing sectors in industry and a wide variety of new services were created. Two of the areas that have experienced a massive growth are multimedia communications and wireless communications. Based on this growth, there is an extensive demand for systems that combine these two areas to provide wireless multimedia communications. Because of the complex technology and the potential market, research challenges abound in all the required technologies, including terminals, communications transceivers, source coding schemes as well as networks. Powerful wireless multimedia systems are being discussed, planned and under construction and it is immediately apparent that this large field will open space for yet unknown applications. This work is primarily concerned with image coding and transmission over noisy channels, which is a small sub-set of wireless multimedia communications.

1.1.1 The future of wireless communications

In the last few years, there has been extensive discussion on future Personal Communication Systems (PCS) [1], [2], [3]. The existing mobile communications systems (2nd generation) mainly support voice services and are limited to relatively low speed services, such as
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Facsimile, and data with bit rate of several kbps.

With the ever-increasing demand for PCS and Wireless Local Area Networks (WLAN), possibilities of transmitting a wide range of data over the wireless channels are increasing. Future systems (3rd generation) will not be limited to speech services. A wide range of service types including full-featured voice services, circuit and packet data, image with high resolution and eventually video are expected. ITU-R requirements imply that 3rd generation systems must have the capability of transmitting up to 2 Mbps. In addition to this, 3rd generation services must be of the same quality as fixed networks [3].

There have been many proposals for systems supporting PCS. These are known as Personal Communication Networks (PCN), Future Public Land Mobile Telecommunication Systems (FPLMTS) and Universal Mobile Telephone Systems (UMTS). One of the most widely discussed topics has been the access area and the competitor for 3rd generation wireless communication system is likely to be Direct-Sequence Code Division Multiple Access (DS-CDMA) [4], [5].

CDMA has been shown to be a promising technique for personal and mobile communications. To accommodate the rapidly increasing demand for PCS and the users of portable computers under a limited spectrum, CDMA has been shown to be a practical and promising alternative multiple access method to both Frequency Division Multiple Access (FDMA) and Time Division Multiple Access (TDMA) [6], [7]. CDMA's main attractive features and advantages include high system capacity, soft hand-off, multi-path mitigation, interference suppression and low power transmission. Its principle is that all system users have access to the entire bandwidth simultaneously. Because it is interference limited, the number of users that share the same spectrum while still maintaining acceptable Quality of Service (QoS) is determined by the interference generated by remaining users. CDMA has been proposed and developed in cellular systems, mobile satellite networks and Personal Communication Networks (PCN) [8]. In particular, PCN based on digital wireless technologies are expected to play a significant role in next-generation telecommunication systems.

1.1.2 Wireless Multimedia communications

The rapid growth of voice traffic over cellular networks and the continuing rapid growth rate of the population of wireless users has led to a greater demand for all types of bandwidth-intensive personal communications services, including wireless video, wireless image trans-
mission, and multimedia in general. With recent investigations, the provision for multimedia applications is becoming one of the main interests in CDMA personal communication systems [9]. To transmit multimedia traffic on a CDMA system, the wireless access has to be as similar as possible to the wired access and satisfy different QoS requirements for a wide range of services characterized by different bit rates and statistical behavior of traffic sources [10], [11].

This demand for wireless multimedia communications, the effective use of bandwidth resources and the need for understanding all the communication issues involved have been the driving force behind the extensive academic and industrial research into this area. In recent years, there has been an increased research activity in the field of wireless video in general and wireless image transmission in particular.

Examples of image services are the transmission of image bulletins from a wireless environment and remote monitoring. These services would make it possible to quickly ascertain the conditions at a remote site whenever necessary. The image bulletin service would capitalize on the mobility of the portable terminals, while the monitoring service would send images to a control center from fixed cameras, utilizing the freedom of equipment installation allowed by wireless communications. Moreover, the potential of mobile multimedia communications for use in disaster prevention systems has drawn considerable interest in recent years. In transmitting information from mobile terminals to a control center, it would be valuable to have capabilities to transmit both images and voice simultaneously. By using multiple communication equipment, this would enable the center to send instructions to a mobile terminal during the transmission of image data.

A multimedia support service would facilitate transmission of information from fixed equipment at the center to mobile terminals. This service would enable mobile terminals in the field to download information from the center as needed. At the same time, field users could obtain assistance through voiced instructions from center users while both look at the same screen-displayed information. On the other hand, a multimedia information distribution service would deliver multimedia information such as voice and image data stored in the center's database to mobile terminals.

For transmission of multimedia to be feasible in a wireless environment, different error control schemes must be considered for each service. For example, voice communication requires real-time qualities though some degree of noise is tolerable. Data transmission, on the other hand, must be error-free. Image transmission requirements depend on the service
that specifies whether it is delay-constrained, or that only high-quality is of importance. The application of the proper error control to each class is hence essential over the wireless channel known to be bursty in nature [3].

1.2 Image coding and wireless transmission

1.2.1 Requirements for image wireless communications

With the fast growing business in wireless access of multimedia information, visual communication over wireless channels has become an important service in multimedia communications. Spectrum is always at a premium and as demand takes off, there is a need for high signal compression for image transmission over wireless channels. However, due to the limitations of power and complexity, and high transmission error rates, maintaining acceptable visual quality of low-bit-rate image signals through noisy channels necessitates codecs that not only provide good compression, but also offer robustness, fidelity as well as low-complexity.

As Figure 1.1 shows, most conventional approaches to image and video communications consist of a modular approach consisting of two stages: compression coding (or source coding), and channel coding.

Two goals are generally considered in the design of image compression techniques:

- Maximizing compression or equivalently minimizing the bit rate.
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- Maximizing the quality (acceptability and/or intelligibility) of the reconstructed data.

The primary role of the compression coder is to pack the maximum information into the smallest signal. The main problem in this approach is the fact that as the compression is higher, even a single bit in error may result in corruption of a wide range of decoded data. Therefore, source coding error robustness and resilience are important issues for image transmission over wireless channels. In addition to this, complexity should also be taken into consideration.

In order to use these compression schemes over wireless channels it is necessary to have some form of channel coding. This is done using a variety of error correction, error detection, repeat transmission (ARQ) and hybrid techniques. Powerful channel error control is particularly important when reliable transmission is aimed for.

The main problem with channel coding is that it adds redundancy back to the compressed signal. For good quality channels with a low error rate, this redundancy is not significant. However, for lower quality channels the necessary redundancy becomes much larger. Appropriate channel coding should hence be employed for the purpose of meeting the transmission requirements without excessively reducing the effectiveness of the compression.

1.2.2 Source and channel coding dilemma

A cellular mobile radio channel presents a dilemma in the selection of source coding and channel coding schemes. In general, wireless channels suffer from severe impairment that cause transmission errors. Every wireless channel has a bandwidth constraint which limits the transmitted data rate. Consequently, in order to increase the communication system capacity it is essential to maximize the information transfer by removing the source redundancy using a source coding algorithm. However, the use of efficient source coders always leads to extra sensitivity to transmission errors. Therefore, the decision on what to compress in wireless communications must be made judiciously, with the objective of providing a balance between the source and channel coding schemes employed in order to meet the targeted performance requirements.
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1.2.3 Advantages of error resilience

Error resilience offers the user several advantages. First, in good channel conditions, it is expected that an improved quality can be obtained compared to a scheme with channel coding, as the redundant information that would be added by channel coding is saved. Although a channel-coded scheme may offer improved quality at an intermediate channel condition, the error-resilient scheme may offer better quality in adverse conditions where the channel-coding scheme fails. When error resilience and channel coding are intelligently combined it is possible to achieve high system performance, especially if reliability is of major concern.

1.3 Research Aims

1.3.1 General objective

The primary objective of this work is to provide reliable transmission of low-bit-rate coded images over personal communications networks employing CDMA access. Therefore, our interest is in high compression coding with robust design and reliable transmission over the noisy channels.

Generally, high data-compression ratio and high error resilience are conflicting; as the compression rate is higher, a channel error influences a wider range of decoded data. Therefore, error robustness and resilience are important issues for the image coding scheme to be used for transmission over wireless networks. Moreover, when setting stringent constraints on reliability and maximum delay in an environment characterized by bursts of errors, not only is robust source coding required, but also powerful channel error control. The best scenarios arise when the source and channel interact in order to meet the transmission requirements without decreasing the system capacity.

The domains of this research are error-resilient source coding and channel coding in general, and robust low-bit-rate image transmission over wireless channels in particular. Therefore, the focus of this work is twofold:

- Development of an error-resilient low-bit-rate image source coding scheme.

- Study of a source/channel coding system capable of providing reliable image transmission over wireless channels.
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1.3.2 Research strategy

The incorporation of low-bit-rate image coders into emerging wireless communication systems presents problems which previous communication systems have never encountered. One of the most important of these problems is the degradation experienced in image quality as a result of corruption of the transmitted image information by channel errors. Thus, on one hand, images are transmitted in a form very sensitive to errors, whereas on the other hand, the channel is likely to corrupt the transmitted data. To meet the quality requirements of these systems, efficient techniques have to be employed to control the impact of channel errors on the received images. Source and channel error control techniques are hence a must in order to provide robust transmission of images over wireless channels.

A standard technique in spatial coding is block Discrete Cosine Transform (DCT) with Huffman and run length coding. In order to improve performance of spatial coding, we are proposing a promising analysis-by-synthesis coding technique called two-dimensional code-excitation linear predictive (2D-CELP) coding, with block-adaptive prediction and variable block-size (VB) quantization. Our encoder can be used for encoding still images as well as sequences of images. The proposed technique is shown to have the potential of reducing the block effects of the DCT method while having low decoder complexity [12]. Our VB 2D-CELP coding scheme is shown to yield better image quality reconstruction and higher compression ratio than conventional CELP methods [12]. When compared with the JPEG standard, the VB 2D-CELP scheme yields better performance in terms of image quality and low complexity. This is also true when compared with most of the current image coding techniques at low bit rates. Moreover, variable block-size coding that is implemented not only reduces the bit rate but also offers the possibility of allowing dynamic interaction between the source and the channel for the purpose of increasing the wireless transmission system performance.

Wireless communication radio channels suffer from burst errors in which a large number of consecutive bits are lost or corrupted by the fading channel. Typically, the bit error rate (BER) in a wireless channel ranges from $10^{-1}$ to $10^{-6}$ while the BER for a fixed channel ranges from $10^{-4}$ to $10^{-9}$ or less. Accordingly, the channel-fading effect is an obstacle. Therefore, it is desirable to design a robust image coding technique that provides resilience to errors encountered on the wireless fading channel. It is in this vein that we propose a VB 2D-CELP coding system that implements error-resilient coding design.
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Using a robust source coder with no channel error control does not provide reliable communication in the wireless environment. Providing reliable transmission over fading channels characterized by bursts of errors requires the use of powerful channel error control. Therefore, special attention is devoted in this work to channel coding.

Error correction schemes such as the Forward Error Correction (FEC) have been reported to be ineffective [13], [14]. Some researchers have employed the Automatic Repeat reQuest (ARQ) procedures in order to repeat the sequence of bits that are lost when fading errors are detected. However, excessive use of ARQ would decrease the channel throughput and cause increased transmission delay. In order to take advantage of both techniques, hybrid ARQ techniques are considered here. The main point of interest in hybrid ARQ protocols is to achieve maximum channel error control performance with minimum redundancy and delay.

One possible approach to achieve powerful channel error control is to use concatenated codes [15], [16], [17]. In particular, Reed-Solomon outer and convolutional inner concatenated (RS/CC) coding is known to be capable of providing high error-correction capability, especially when combined with an ARQ protocol. For this reason, the RS/CC concatenated coding method is considered in this work. In particular, type-I hybrid ARQ protocol using RS/CC concatenated coding is considered with a retransmission mechanism that can be used to achieve different transmission requirements.

In real-time services such as video and some image transmission applications, an acceptable transmission delay has to be guaranteed. In this work, special attention is devoted to this requirement. The transmission delay depends mainly on the channel error control used. Therefore, the type-I hybrid ARQ protocol is used with limited ARQ retransmissions in conjunction with limited interleaving. As high image reproduction quality is of concern, the error control protocol is used in addition to error-resilient source decoding.

For the purpose of investigating the system performance, two channel conditions are considered: a memoryless channel where errors are uncorrelated and a highly correlated quasi-static channel. Under low-delay requirements, the error-control protocol performance is studied as a function of maximum number of allowable retransmissions and interleaving. The proposed analysis is based on Markov modeling to derive performance metrics, taking into consideration the emphasized parameters. The metrics that are used to evaluate the performance of the hybrid protocol are the throughput, protocol error probability and average transmission delay.
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Prevention of error propagation is essential in increasing error resilience. After identification of the effect of channel errors on the source decoder performance, error resilient tools are proposed to provide robustness to transmission errors. Errors left uncorrected by the channel decoder are localized and corrected by the source decoder.

Within the encoded image bit-stream, sensitivity to channel errors can vary according to the importance of the bits to be transmitted. If the image information to be transmitted could be classified according to error sensitivity, reasonable error control with minimum redundancy can be implemented. This can be accomplished by offering more protection to the most sensitive bits rather than using uniform protection across the bits. Providing this unequal error protection is proposed in this work in a joint source/channel coding scheme that operates for the purpose of providing low-delay image transmission.

1.4 Structure and contributions of the dissertation

This research addresses three issues: the proposal of a new analysis-by-synthesis coding scheme, performance evaluation of a truncated type-I hybrid ARQ protocol using concatenated coding in DS-CDMA Rayleigh fading channels, and robust transmission of images over the wireless channel using error-resilient source coding. Therefore, the contributions of this research can be summarized as follows:

1. Development of an efficient analysis-by-synthesis based image coding scheme based on block-adaptive prediction and variable code-vector size.

2. Transmission of VB 2D-CELP coded images over CDMA Rayleigh fading channels.

   To meet high reliability requirement, we investigate type-I hybrid ARQ error control in a concatenated Reed-Solomon/Convolutional coding (RS/CC) scheme.

3. In an effort to develop a more efficient coding system, we propose error-resilient tools that are implemented in the source coding system to mitigate the effect of uncorrected channel errors and to limit error propagation.

4. For the purpose of providing low-delay transmission, a truncated RS/OC type-I hybrid protocol is used and its performance analysis and evaluation is accomplished.
Finally, for the purpose of providing low-delay transmission, a coding control technique that dynamically adapts the source coder rate and channel error control to the channel condition is proposed based on the image coded bit-stream error sensitivity.

An outline of the remainder of this dissertation is as follows:

- **Chapter 2** provides a review of fundamental image compression coding principles with an emphasis on transmission over wireless channels. This chapter considers a review of the main approaches adopted to providing image wireless communication.

- **Chapter 3** describes our proposed analysis-by-synthesis coding scheme. Design issues are detailed and results regarding coding performance are provided.

- **Chapter 4** considers the wireless transmission environment under consideration. It argues the need of channel error control, reviews the conventional approaches to it, and presents our choice of error-control protocol based on image transmission requirements.

- **Chapter 5** studies the performance evaluation of the hybrid protocol for the case of a memoryless channel as well as a highly-correlated quasi-static channel. The study considers the special case of delay-limited applications. It investigates a modified version of the control protocol and approaches to reduce transmission delay. In particular, performance analysis of the truncated protocol is performed and results are given for two CDMA Rayleigh fading channels.

- **Chapter 6** investigates transmission of VB 2D-CELP coded images over the noisy channels considered. It describes aspects relating to the design of a robust coding scheme. The performance of error-resilient coding is evaluated and image transmission results are compared under different channel conditions and QoS requirements.

- **Chapter 7** covers the design of a combined source/channel coding scheme for robust transmission with low delay through coding with dynamic rate control and unequal error protection.

- **Chapter 8** presents a summary of this work and some proposals and ideas for future research.
Chapter 2

Wireless Image Communications

In order to design error-resilient image coding systems, it is first necessary to understand some of the basic and most common techniques used for compression coding as well as current approaches for transmitting images over noisy channels. It is in this context that this chapter presents a brief review of image coding techniques in general and coding for transmission over noisy channels in particular.

2.1 Image coding techniques

2.1.1 Digital communication systems and compression

In recent years, motivated by the advantages of digital technology for reliable transmission and efficient storage, and by decreasing costs of available Very Large Scale Integration (VLSI) technology, digital transmission of images and video has become increasingly popular. Efficiency of transmission and storage makes it very important to use compression of the digitized signals, that is, to reduce the amount of information needed to reproduce the signal at the decoder. While, arguably, transmission and storage capacities will be available more cheaply in the future (through improvements in wide-band communication technology), it is also true that the increase in demand for digital communication will still make it necessary to compress the signals to be transmitted. This is particularly important in view of the fact that wireless communication and multimedia are the leading trends in future technology and that capacity and efficient bandwidth utilization are of major concern.

Two important classes of compression techniques are lossy and lossless coding. Due to
the compression limitation of lossless compression, we have to resort to the use of lossy coding. In lossy compression, the decoded signal is an approximation to the original signal fed into the encoder. While lossy compression would obviously be unacceptable for data communication, signal transmission is different in that judiciously administered "losses" to the input signal may be acceptable. In this context, acceptable losses are those that a user would not be able to detect (in the case of low-compression systems) or those that the user would not object to, even if they are perceptible (for lower quality, higher compression systems). As will be seen later, the source coding technique used in this work uses a combination of lossy and lossless coding for the purpose of increasing the system efficiency in terms of compression gain.

The interest in compression for both images and video has motivated international standardization efforts, such as JPEG for image compression [18], MPEG-1 [19], MPEG-2 [20], H.261 and H.263 for video compression over a wide range of applications. An upcoming standard, MPEG-4, addresses the new demands that arise in a world in which more and more audiovisual material is exchanged in digital form. These needs go much further than achieving even more compression and even lower bit rates. The new MPEG-4 standard does not only aim to achieve efficient storage and transmission, but also to satisfy other needs of future image communication users [21]. To reach this goal, MPEG-4 will be fundamentally different from its predecessors and will utilize new techniques to obtain improved compression as well as added functionalities such as error resilience [22], and scalability [23].

2.1.2 Conventional techniques

Current algorithms for image coding generally employ one or more of the following techniques: Transform coding (TC), Predictive coding (PC), Sub-band and Wavelet coding, and Vector Quantization (VQ).

Among the most widely used image coding techniques is transform coding using the DCT. The block-DCT that is currently one of the most common transforms used has been adopted by most image and video compression standards, as in the most popular image coding technique, the block-DCT based JPEG standard for still image compression. The main problem with DCT is that at low bit rates or high compression it suffers from block artifacts as a result of quantization errors in coding the coefficients.
The Discrete Wavelet Transform (DWT) has recently emerged as a powerful technique for image compression because of its flexibility in representing images and its ability in adapting to the characteristics of the human visual system [24], [25]. The advantage of using the DWT over the DCT lies in the fact that the DWT projects high-detail image components onto shorter basis functions with higher resolution, while low-detail components are projected onto larger basis functions, which correspond to narrower sub-bands, establishing a trade-off between time and frequency resolution. In addition, the wavelet transform coding provides a superior image quality at low bit rates, since it is free from both blocking effects and mosquito noise.

As Vector Quantization is known to be capable of achieving near rate-distortion performance, it has been widely applied to image coding. Extensive research in improving the performance and exploiting new architectures have been carried out and are still underway to take advantage of VQ and other methods [26], [27]. Among these techniques is the CELP [28] which is one of the most successful speech coding schemes. In image coding, 2D-CELP has been shown to be a promising method [29], [30]. Recently, a region-adaptive CELP image coder for still images has also yielded good performance on synthesized images [31].

### 2.1.3 Block-based image coding

Whether combined with transform coding, predictive coding, Vector Quantization or a combination of these, block-based image coding techniques have been extensively used in many applications. This is motivated by the fact that block-based coding allows efficient, adaptive, and parallel processing of picture information.

In a block-based coding system (Figure 2.1), image information is first structured into many small blocks, which are processed through transform or predictive coding, quantized, and coded into a sequence of bit streams that contain the compressed image data as well as the synchronization overhead and other side information. Since variable length coding is usually used in block-based compression schemes, the encoded bit-stream is vulnerable to transmission impairment.

### 2.1.4 Advanced techniques

The biggest limitation of conventional block-based methods is the blocking effect which results in unacceptable image quality at very low bit rate. Therefore, in order to further
compress the image signal, additional measures have to be taken. Among them, are the promising 2D content based methods. The basic idea of 2D content-based methods are to analyze the content of the image signal and compress it according to its particular properties. In current research, the content that is being considered are edges of objects, areas with high energy, background and foreground, special interest areas like faces or some combinations of these. According to the type of content used in the methods, these 2D content-based methods are sometimes called object-based, region-based or segmentation-based.

Conventional coding methods assume that coding and decoding processes are carried out automatically in real-time. This means that a user cannot interact with the coding process. In contrast, if we assume a non-realtime communication channel, a new coding paradigm which enables interactive operations with the coding process can be considered. This is a great change of view in the field of image coding. There are several important consequences of user interaction with the coding process. One is that it allows a user to help the coding hardware with difficult processes, such as feature extraction, for which current image processing algorithms do not have sufficient performance. More importantly, the interactive process will allow users to control the contents of coding and incorporate their own creativity, individuality and intention into the coding process. In the basic framework of interactive image coding, a user interactively adjusts the value of coding parameters and edits the image before transmitting or storing it.

Fig. 2.1 Block-based image coding.
2.2 Wireless image communication systems

2.2.1 Performance evaluation: is comparison possible?

Image transmission services should be supported with a high wireless transmission bit rate within a wider allowable bandwidth. However, due to limited spectrum, only a limited number of radio communication channels can be shared by mobile users. As a result, image data should be compressed before transmission in order to efficiently use the radio channel. The image compression algorithm for the purpose of wireless applications does not only have to provide good compression, but has to also offer robustness, fidelity as well as a low complexity.

Most existing image compression algorithms are concerned with bit rate reduction while improving the quality of the coded image. Many coding schemes have been studied and developed, in which Peak Signal-to-Noise Ratio (PSNR) and compression ratio are used for performance evaluation. Comparative studies of these coding schemes have already been published from this viewpoint. Systems which have been proposed assume that compressed codes are transmitted over noiseless channels and codes sent are correctly received by receivers. On the other hand, the requirements (e.g., in terms of quality or allowable delay) of the different services involving image transmission over wireless channels are not the same. These requirements, when combined with the particular characteristic of the image data, imply for each case a target bit rate which is the minimum bit rate able to provide an overall acceptable quality with the present state-of-the-art image coding techniques. Hence, it is not easy to say whether or not a coding algorithm developed for a particular application and designed for a noiseless channel would be suitable for use in different applications under different channel conditions, e.g., in the wireless environment. Investigations have to be carried out in order to analyze the error sensitivity of a particular coding method. Moreover, the same channel conditions have to be considered in order for a comparison of the performance of different coding schemes to be accomplished.

2.2.2 Effects of channel errors

The effect of channel errors on the image coded bit-stream varies according to the compression method used. Before discussing coding methods that are resilient to channel errors or approaches to provide reliable or acceptable image communication over noisy channels,
an understanding of the error sensitivity of the different types of compression methods is necessary.

**Transform coding**

Data compression in transform coding occurs after the transform coefficients are quantized. Some of the coefficients, especially those of high spatial frequency often have very small magnitudes, and consequently, are quantized very coarsely or omitted completely. Compression results from encoding the block of coefficients with fewer bits than the original image block at the loss of some image fidelity by the quantization. Before transmission through the channel, the coefficients may be entropy encoded for additional compression.

Because of the block nature of the transform, distortions due to quantization and channel errors tend to be distributed throughout the block. If the block size is relatively small, these distortions are confined to small portion of the image and may not be noticeable. However these transforms tend to make edges “blocky” and since the quantization tends to weight low over high spatial frequencies, edges and areas of texture may be blurred.

**Predictive coding**

Predictive coding allows significant compression for highly correlated areas of the picture where good predictions can be made. Using two-dimensional predictors can offer high compression by utilizing correlations in more than one direction. However, it is found that channel errors can propagate seriously in the feedback loop. There are more sophisticated predictors which allow slightly better compression and significantly better performance in noisy channels. Channel errors are not confined to the portion of the image in which they occur. The predictive process in the decoder tends to smear the error to other parts of the image.

**Vector Quantization**

Vector Quantization is a method of efficiently quantizing and coding vectors that have a significant correlation between components. For each vector to be coded, the best codevector from a pre-defined codebook is chosen and its index is coded. The codebook is usually designed using a training algorithm performed on a training set of images.
One of the problems with VQ is that as the dimensionality of the vector increases, the complexity of both the codebook design and the encoding procedure increases. This is why VQ schemes of interest typically rely on relatively small vector dimension. Given the complexity of generating a codebook, typical schemes maintain a fixed one, though recent work has explored different strategies for updating the codebook while encoding the source.

VQ has the advantage that it can be used to provide fixed length codewords which are well suited for error resilient purposes. However, most good VQ schemes use some form of entropy coding in addition to VQ. Therefore, the main problem that VQ exhibits in the presence of channel errors is the extreme sensitivity of variable length codewords to channel errors, as will be discussed in detail later.

2.2.3 Preventing channel errors

When transmitting images, encoded by algorithms designed for noiseless channels, over a wireless channel, the reconstructed image quality can be substantially degraded by channel errors. This is due to the fact that the outputs of the encoder contain less redundant information than the original images and are more sensitive to channel errors. Thus, it is important to combat the degradations on the image introduced by channel errors. This is usually done by one or more of the following three methods:

- Applying error-detection and/or error-correction methods.
- Modifying the source coder so that it is more robust to channel errors.
- Concealing the effect of errors from the received, corrupted data.

The first method may require a large overhead since it adds some redundancy to the data. Hence, a proper choice of the channel error control strategy has to be made. The second method requires modifications to the source encoder designed for a noiseless channel to make it more error-resilient. The third method can be used even if the first two methods are utilized for combating errors as it does not increase the total bit rate.

2.2.4 Approaches for image transmission over wireless channels

Using one or more of the above mentioned methods, many coding schemes have been proposed for image transmission over mobile channels in specific wireless transmission en-
environments often with a predefined multiple access technique [32], [33], [34], [35], [36], [37], [38], [39], [40], [41]. Many of the schemes investigated deal with spatial coding. In fact, spatial coding is known to be capable of providing robustness to transmission errors. It is even proposed to not use inter-frame coding of image sequences, but rather intra (spatial) coding to prevent error propagation. As a standard technique in spatial coding is block-DCT with Huffman and run-length coding, many authors have investigated the deployment of the JPEG codec for image transmission over wireless channels [39], [42], [43], [44], [37]. Others have employed sub-band coded schemes [45], [38], [40] [46], discrete wavelet transform based systems [47], [33], [48], [49], fractal based [50], or other modified discrete cosine transformed systems [39], [51], [52].

A common feature of most previously proposed systems is that the source codec is not developed specifically for transmission over hostile fading channels. Generally, a coding technique that yields good reconstructed image quality with a high compression ratio over noiseless channels is selected, and a choice of the source codec parameters to match the wireless channel error control technique is employed.

Despite the high performance that source coders have on noiseless channels, the wireless channel fading effect is unavoidable. Therefore, it is desirable to design robust source coding techniques that provide resilience to channel errors, and satisfy the transmission requirements of the wireless environment. This source coding should be designed with the wireless channel impairment and image data characteristics taken into consideration, and once designed, an appropriate channel error control technique that matches the bit-stream to be transmitted can be implemented.

It is in this vein, that we consider both source error control and channel error control. We propose an unequal error protected, error-resilient analysis-by-synthesis coding scheme for use over wireless networks with DS-CDMA multiple access.

It is a well-known fact that, in general, the more efficient the source coding is, the more sensitive it will be to channel noise, unless some corrective measures are taken [53], [54], [55], [56], [57], [58].

Many of the popular image coding techniques, especially when combined with variable length codes to yield high compression ratios, have been shown to be very sensitive to random channel errors [59], [60], [61], [56]. This error sensitivity is even more severe in wireless channels [14], [45], [37], [39].
This has been a motivation for research in developing error-resilient source coding schemes for still images as well as video sequences. Error resilient source coding techniques mitigate the effects of channel errors by restricting their spatial and temporal effects. In one technique, the receiver alerts the channel encoder that some of the previously sent information is received in error. The source encoder, by intelligently coding the subsequent information tries to minimize the effect of these errors [62]. This method can cause excessive delay both at the encoder as well as the decoder and also results in complex source coding and decoding algorithms. Another approach is the design of a source coder which is inherently robust to channel errors.

To obtain the best image quality, many state-of-the-art coding systems utilize variable-rate coding such as entropy coding and run-length coding in VQ based schemes. In fact, variable length coding provides better compression than fixed-rate coding. However, VLCs are highly susceptible to bit errors, often resulting in catastrophic errors [61], and therefore require complex re-synchronization control. Another way to provide error resilience is to use fixed rate VQ. Using VQ, there is also the question of how to use the indices so that if an error occurs, the signal maps to a vector which is close to the code-vector that it should be mapped into. Pyramid VQ in conjunction with sub-band coding has been proposed in [63], [32] with an error-resilient Predictive Vector Quantization (PVQ) codeword indexing scheme to form a robust video codec that works even under poor channel conditions.

An alternative way to provide robust source codecs is to use layering. By using layered coding, the source coder can anticipate congestion due to the retransmission requirements under severe channel conditions. Layering allows the classification of the source information to be transmitted into several classes with different importance. Thus, it can achieve improved robustness by allowing the discarding of low priority information [14], and by using unequal error protection for the different layers [45], [33], [37], [64].

Layered coding tries to distribute the errors among the less important data while protecting more significant information. Thus, it can be effective and should be used if no extra delay and complexity are introduced at the source coder. Therefore, not all the state-of-the-art source coding algorithms will be efficient for use with layering. The coding algorithm has to meet a number of performance criteria, among which are good rate-distortion performance and low-complexity.
2.3 Summary

This chapter presented a brief review of some of the most common image coding techniques with an emphasis on some existing techniques for coding of images over noisy channels. A basic review of the effect of channel errors on the basic compression techniques that can be used for image transmission over noisy channels has been provided. Approaches to avoid and mitigate the effects of channel errors on the coding performance have also been summarized.
Chapter 3

Analysis–by–Synthesis Coding System

3.1 Introduction

Spatial coding techniques are required for both still picture transmission and periodic intra-frame coding in time-varying image transmission. The two main classes of techniques are predictive coding and transform coding. The transform coding methods are prone to block effects and "mosquito noise" in blocks containing high contrast edges. This is particularly true for the DCT-based JPEG standard.

3.2 An overview of JPEG

The JPEG (Joint Photographic Experts Group) standard was developed under the auspices of ISO (ISO 10918-1 JPEG Draft International Standard) and CCITT (CCITT Recommendation T.81), and supports both lossy and lossless compression. The lossy methods are based on the Discrete Cosine Transform. The standard specifies four modes of operation: sequential, lossless, progressive, and hierarchical encoding [65],[18]. The progressive and hierarchical modes allow for decompression of a partially received signal. Even though this standard was mainly developed for still images, it is also used for video transmission by providing intra-frame compression only (often referred to as motion JPEG). Even though intra-frame compression provides much lower compression ratios for video than combined intra and inter-frame compression, it has many other advantages, particularly as far as
error resilience is concerned, because of the independence between frames. Therefore, the deployment of the JPEG standard is extensively studied for communications over wireless channels.

The JPEG baseline system uses a combination of transform and variable length coding on a block-based structure. It uses DCT, zig-zag scanning, run-length coding and Huffman coding to provide variable-length data for each block. Further compression is achieved by applying 1D-DPCM to the DC coefficients of the transform. The image dimensions, quantizer and Huffman code tables are transmitted first as header information. The variable length data blocks are then transmitted sequentially, with an occasional synchronization codeword (known as restart intervals in JPEG).

3.2.1 Problems with JPEG

At low bit rates or high compression, DCT-based JPEG coded images suffer from block-like artifacts as a result of quantization errors in coding the coefficients. Because the DCT basis functions have support on disjoint rectangular blocks, quantization errors will cause sharp discontinuities between adjacent blocks (block edges) to occur in the reconstructed signal. On the other hand, the JPEG standard for image communication assumes:

- a robust transmission channel where errors are minimized,
- a design strategy in which power consumption is not an issue.

It has not been designed for the channel impairments that occur in a wireless transmission link. For transmission over noisy channels, JPEG has some serious drawbacks and providing reliable transmission necessitates sufficient error correction to correct virtually all channel errors. It has been shown that tools to combat the effect of channels errors are necessary in order to provide acceptable transmitted image quality [61]. As channel error correction coding can result in excessive bandwidth loss, the deployment of JPEG for wireless image communication calls for advances in error resilient coding. It is true that many alterations to the coding scheme have been proposed to overcome these problems but our motivation is mainly in developing a coding technique that yields better performance than JPEG, and provides provisions for error resilience through its inherent coding characteristics.
3.3 Analysis–by–Synthesis coding

Conventional DPCM predictive coding is not very efficient at low rates due to quantization error feedback. This can be overcome by combining Vector Quantization with predictive coding. One approach is Predictive Vector Quantization (PVQ). Originally proposed for speech coding [66], it was immediately applied to image coding when 2D-PVQ was introduced [G7]. In PVQ, the Vector Quantization is embedded in the predictive feedback loop. The image to be coded is processed by blocks: the prediction performed on a block is based on the previously reconstructed ones, and the corresponding prediction error block is applied to a vector quantizer. Emphasizing different aspects in the PVQ coder, namely codebook design, robust codebooks, computational complexity and entropy constraint, many methods and designs have been proposed [Gal, 69, 70].

Although PVQ has been extensively studied for image coding, it has several fundamental problems:

1. The efficiency of vector prediction is lowered with increase in distance between the predicted samples and the vector used to form the prediction. Thus, a high prediction error is obtained for those samples in the predicted vector which are located far away from the input vector to the predictor.

2. Adaptation of the vector predictor according to the block statistics is difficult. Consequently, a fixed vector predictor or a few ad hoc predictors are used.

3. Residual codebook optimization for different predictors is possible only through designing a separate codebook for each predictor, and rapidly becomes a formidable task as the number of predictors is increased.

In the VQ scheme, the prediction residual vector is mapped to a best matching vector in a given codebook. The noise introduced by quantization is amplified by the inverse filtering at the decoder and the quality of the output tends to drop dramatically. A way of controlling the amount of noise introduced is to use an analysis–by–synthesis approach to efficiently perform coding of a prediction residual image by using VQ.

As illustrated in Figure 3.1, the analysis–by–synthesis approach consists of processing each code-vector in a given codebook through the synthesis filter to produce a reconstructed image vector. This reconstructed vector is then compared to the corresponding vector in
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the original image. The vector minimizing the distortion measure is chosen and its address in the codebook is transmitted to the decoder.

![Diagram](image)

**Fig. 3.1** Analysis–by–synthesis procedure.

In this work, we are interested in the analysis–by–synthesis method proposed in [29], which extends the successful CELP approach for speech coding [28]. The analysis–by–synthesis method was also presented in [71] as a way of controlling the amount of noise introduced by the VQ. The Two-Dimensional Code Excited Linear Prediction Coding (2D-CELP) is an analysis–by–synthesis method that combines the advantages of predictive coding with VQ. Because of combination of PC with VQ, 2D-CELP belongs to the class of recursive VQ. 2D-CELP also belongs to the class of adaptive VQ due to the block-adaptive prediction feature.

A predominant approach to predictive coding of images has been to develop predictor structures that are fixed and therefore poorly responsive to image non-stationarities. In order to overcome these limitations, it is desirable to consider adaptive predictors which can help to reduce the transmission rate, or to achieve better picture quality. Whether used with DPCM, CELP coding or PVQ, the underlying adaptation techniques vary from simple switching of predictors [72], [73] to the use of special algorithms to adapt the predictor coefficients [74],[75],[76].

The synthesis filter in the 2D-CELP is the inverse prediction error filter that uses an adaptive switched predictor. In the coder proposed in [30], an adaptation of the scalar predictor to each block is proposed and the prediction coefficients are quantized before being transmitted to the decoder. In [29], the 2D-CELP was reported to give good performance in comparison with DCT coding at low rates, although the prediction algorithm did not
give good prediction on edges of certain orientations. Recently, in an attempt to improve the performance of the promising CELP coding for still images, a two-dimensional linear prediction model has been proposed in [31]. This low-bit-rate adaptive CELP image coder has also been reported to yield good performance in comparison to a JPEG DCT algorithm.

In this work, we propose a new approach to improve the 2D-CELP coding of still images by designing a finite set of adaptive predictors using a clustering method. The adaptive predictors are then applied in a 2D-CELP system with a codebook using fixed code-vector size. However, when a fixed block size is used for the two-dimensional prediction, we don't exploit the fact that larger blocks could be used for the low-detailed regions in the image and smaller ones could be used in the high-detailed parts. To do so a Variable Block-size (VB) 2D-CELP coding method is proposed. The choice of the appropriate size for a block being processed is made after analyzing the mean-squared prediction error inside it. As will be seen later, our simulations show the advantage of varying the block size in comparison with the use of a fixed block-size in the original 2D-CELP.

3.4 2D-CELP coding system

To describe the coding system under study, we start by introducing some useful notation. In order to simplify the explanation, we will first describe the structure of the decoder and all of the operations involved. The encoder will then be introduced as a bank of decoders running in parallel.

3.4.1 Definitions and notation

We assume that the input image \( x(m, n) \) is of size \( M_1 \times M_2 \), defined on a rectangular lattice, \( 0 \leq m \leq M_1 - 1, 0 \leq n \leq M_2 - 1 \). The upper left pixel in the image has \((0, 0)\) coordinates. The image is divided into disjoint blocks \( B_i \) consisting of \( L \) pixels. The coordinates of the pixels in block \( B_i \) are given by:

\[
B_i = \{(o_1, o_2) + (b_1, b_2) : (b_1, b_2) \in B\}
\]  

(3.1)

where \((o_1, o_2)\) is the origin of \(i^{th}\) block and \( B \) is a set of size \( L = 2^b \times 2^b \) that determines the geometry of the block. We denote the \(i^{th}\) block of pixels (intensity) \( x_i = \{x(m, n) : (m, n) \in B_i\} \).
The coding scheme uses a finite set of \( K \) linear predictors \( H_k \), with two-dimensional (2D) region of support \( F \). We use block-adaptive prediction, where a predictor is selected at the encoder for a block of image samples, and the information required to specify the predictor is sent as side information. The \( k \)th predictor is given by:

\[
H_k(z_1, z_2) = \sum_{(p,q) \in F} h_k(p,q) z_1^{-p} z_2^{-q}, \quad k = 1, \ldots, K
\]  

(3.2)

where \( F \) is the region of support of the 2D predictor impulse response \( h_k(p,q) \).

### 3.4.2 2D-CELP decoder

The 2D-CELP decoder is identical to that of a standard DPCM system with adaptive prediction, except that a single codeword is used to represent a block of residual prediction error values. A block diagram of the decoder is shown in Figure 3.2. Associated with each image block \( B_i \) is a transmitted binary codeword \( u_i \), from which we derive both the index \( k_i \) of the predictor and a vector \( \epsilon_i = \{ \epsilon_i(b_1, b_2) : (b_1, b_2) \in B_i \} \) of residuals, chosen from the codebook, to drive the decoder. The vector \( \epsilon_i \) is selected from the sub-codebook \( C_{k_i} \) corresponding to the predictor with index \( k_i \). The reconstructed image block denoted by \( \hat{x}_i \) is given by:

\[
\hat{x}(m, n) = \sum_{(p,q) \in F} h_k(p,q) \hat{x}(m-p, n-q) + \epsilon_i(m - \alpha_1, n - \alpha_2), \quad (m, n) \in B_i
\]  

(3.3)

Note from the previous equation that the reconstruction is the same as in DPCM. This implies that the total coding error is equal to the quantization error.
The predictor support $F$ and the block geometry $B$ must be chosen so that $\hat{e}(m,n)$ is causally computable from previously reconstructed samples in the same block and in previously reconstructed blocks. Examples will be given later.

Since with no extra transmission cost, we can use a different residual codebook for each predictor $H_k$, the residual codebook is partitioned into $K$ sections, each corresponding to one predictor. These sub-codebooks are sequentially organized into a global codebook of size $N = KN_s$, where $N_s$ is the number of code-vectors in each sub-codebook $C_k$, $k = 1, \cdots, K$.

A binary codeword $u_i$ identifies an index $v_i$ ($v_i \in \{1, 2, \cdots, N\}$) from which we get the prediction filter index $k_i$ (3.4) and also an index in sub-codebook $C_k$, $v_i - (k_i - 1)N_s$ that specifies the vector of residuals selected for the block under the decoding process.

$$k_i = \left\lfloor \frac{v_i - 1}{N_s} \right\rfloor + 1$$

where $\lfloor \cdot \rfloor$ denotes the integral part of a number.

3.4.3 2D-CELP encoder

![2D-CELP encoder diagram](image)

Fig. 3.3 2D-CELP encoder.

The block diagram of the encoder is shown in Figure 3.3. The role of the encoder is to select the predictor index $k_i$ and residual vector $e_i$ to minimize the coding error $d(x_i, \hat{x}_i)$, where $d$ is an appropriate distance measure. We have simplified this by using a two step
procedure. The predictor is first selected based on the input signal alone to minimize the total squared prediction error for the block. Define the total squared residual for block $B_i$ using predictor $H$ as

$$r_i(H) = \sum_{(m,n) \in B_i} \left( z(m,n) - \sum_{(p,q) \in F} h(p,q) z(m-p,n-q) \right)^2.$$  \hfill (3.5)

Then,

$$k_i = \arg\min_k r_i(H_k)$$ \hfill (3.6)

The residual vector $e_i$ is then chosen to minimize the coding error using predictor $k_i$:

$$e_i = \arg\min_{e \in C_{k_i}} d(x_i, \hat{z}^{(k_i,e)})$$ \hfill (3.7)

where

$$\hat{z}^{(k,e)}(m,n) = \sum_{(p,q) \in F} h_k(p,q) \hat{z}^{(k,e)}(m-p,n-q) + e(m-o_{i1},n-o_{i2}) \ , \ (m,n) \in B_i.$$ \hfill (3.8)

Note that if $(m-p,n-q) \not\in B_i$, then $\hat{z}^{(k,e)}(m-p,n-q)$ is assumed to belong to a previously reconstructed block, and is independent of $(k,e)$.

### 3.4.4 Residual Codebook design

The design of the residual codebook for the 2D-CELP system is based on a successive clustering method proposed in [77]. The input data to the algorithm is a training set of images. Proper choice of this set is important since the representative code-vectors are directly obtained from it. As previously mentioned, in the 2D-CELP with fixed code-vector size $2^L \times 2^L$ and $K$ predictors, the codebook consists of $K$ sub-codebooks of equal or different sizes: $C = \bigcup_{k=1}^K C_k$, where $C_k = \{e_{kj} : j = 1, \cdots, L_k\}$ and $L_k$ is the size of the sub-codebook corresponding to predictor class $k$.

The algorithm consists of updating a code-vector in the codebook every time a block of the training sequence is coded. Suppose that block $x_i$ is being processed, with best predictor $H_k$, such that the code-vector in the current codebook resulting in the minimum distortion is $e_{kj}$. Then, if $e$ is the actual prediction error, the code-vector is updated using:
where $N_{kj}$ is the number of training sequence vectors that have been coded using the code-vector $e_k$ (actually, with the $(k, j)$ code-vector, since $e_k$ is constantly changing). The final codebook is the result after the entire training sequence has been processed.

So far, the most popular method for determination of the codebook has been the one proposed by Linde, Buzo and Gray (LBG) [78]. However, this method still experiences many drawbacks, namely, its dependence on the initial code-vectors and its rate of convergence. As has been shown in [77], the method of successive clustering as shown above converges at least two times faster than the method of LBG in determining the levels for a quantizer without memory. The codebook for a predictive vector quantizer contains representative vectors for the prediction errors with a quantizer in the feedback loop. This sequence of errors depends on the code-vectors of the codebook and therefore is not available for clustering. In most of the previous work in predictive vector quantization [79], [28], people have reported difficulties in designing a codebook by clustering vectors of prediction errors due to the presence of the feedback loop. In [66], it has been reported that a modified version of the LBG method has succeeded in determining a codebook for their system. In our application, we found that the method of successive clustering gave the best results and was adopted for the codebook design.

3.5 Block-adaptive prediction

Block-adaptive prediction is proposed in this work due to its advantages in terms of error resilience compared to pel-based continuously-adaptive prediction. It is known that in predictive coding, errors can propagate seriously unless the predictor is carefully designed. This will be discussed in more detail later.

3.5.1 Predictor design algorithm

We propose to choose the set of $K$ predictors based on analysis of a training set. Assume that a number of images are concatenated to form a new large image. Let $B_1, B_2, \cdots, B_N$
be the blocks in this training image that will be used to design the predictors. Not all blocks need to be used and specifically blocks near the edges can be ignored. An iterative clustering method is used to design the predictors starting from an initial set of predictors. For a given set of predictors, each block is assigned to a class corresponding to the predictor giving the lowest total squared prediction error for that block. Then, for a given classification, a set of predictors that minimizes the total squared prediction error for all blocks within each class is found. This is continued iteratively until convergence is achieved. The algorithm is as follows:

1. Initialize the $K$ predictors $H_1^{(0)}, \cdots, H_K^{(0)}$ in some arbitrary fashion, $l = 0$
2. Set $l = l + 1$
3. For $i = 1, \cdots, N$
   \[ c_i^{(0)} = \arg \min_{k=1}^{K} r_i(H_k^{(l-1)}) \]  
   where $r_i(H)$ is defined in eq (3.5)
4. For $k = 1, \cdots, K$
   \[ H_k^{(l)} = \arg \min_{H} \sum_{r \in (0)^* \in k} r_i(H) \]  
5. $E^{(l)} = \sum_{i=1}^{N} r_i(H_i^{(l)})$

If some stopping criterion based on $E^{(l)}$ and $E^{(l-1)}$ is not satisfied, go to 1, else stop.

The minimization in Step 3 is a least squares problem. Let the predictor order (number of elements in $P$) be $P$, and arrange the elements $h(p,q)$ into a $P \times 1$ column vector $h$ in some arbitrary order. Define the $P \times 1$ column vector $X(m,n)$ containing the values $x(m-p, n-q)$ in the order implied by the ordering of $h$. Then,

\[ r_i(h) = \sum_{(m,n) \in E_i} (x(m,n) - X^T(m,n) h)^2 \]  

(3.14)
Define

\[ J_k(h) = \sum_{i=1}^{k} r_i(h) \]

\[ = \sum_{i=1}^{k} \sum_{(m,n) \in B_i} (x(m,n) - X^T(m,n) b)^2 \]

(3.15)

By the orthogonality condition of least squares, the vector \( h \) minimizing \( J_k(h) \) is given by solution of the normal equations:

\[ \Phi_k h = b_k \]

(3.16)

where

\[ \Phi_k = \sum_{i=1}^{k} \sum_{(m,n) \in B_i} X(m,n) X^T(m,n) \]

(3.17)

and

\[ b_k = \sum_{i=1}^{k} \sum_{(m,n) \in B_i} x(m,n) X(m,n) \]

(3.18)

3.5.2 Design issues

Prediction mask

As previously stated, the prediction mask must be chosen so that \( \hat{x}(m,n) \) is causally computable from previously reconstructed blocks. Assuming that computation proceeds according to line-by-line scanning, a suitable prediction mask is shown in Figure 3.4. The mask is specified by integers \( P_1 \), \( P_2 \), and \( Q \):

\[ F = \{(p,q) : -P_2 < p \leq P_1, \ 1 \leq q \leq Q \} \cup \{(p,0) : 1 \leq p \leq P_1 \} \]

(3.19)

The predictor order is \( P = P_1 + Q \times (P_1 + P_2) \). We want to choose the prediction mask so that good prediction is obtained on a wide variety of image structure.

Block geometry

The condition that \( \hat{x}(m,n) \) be causally computable from previously reconstructed blocks imposes a relation between the block geometry \( B \) and the prediction mask. For example,
if $P_2 > 1$, rectangular blocks cannot be used because to be predicted, pixels on the right hand boundary of the block would require samples from blocks as yet uncoded. To avoid this problem, a non-rectangular block geometry can be used. Figure 3.5 shows suitable 16-element block shapes for $P_2 = 1, 2, 3$ that ensure causal computability.

**Fig. 3.5** Block shapes that ensure causal computability for $P_2 = 1, 2, 3$.

### Block size

The choice of block size $2^b \times 2^b$, results from a compromise. Since the index of the predictor must be transmitted for each block, a large block size will minimize this overhead. On the other hand, the reason for using adaptive prediction is to respond to changes in local structure, so the block size must be small enough to achieve this. The block size used is chosen experimentally based on the coding performance.
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Number of predictors

The number of predictors also affects the overhead required to transmit the prediction index. More predictors are required to adapt to different types of local structure. The number of predictors should also be based on overall coding performance.

Initial predictors

The choice of initial predictors $H_1(0), \ldots, H_N(0)$ is important, since a poor choice may result in convergence to a local optimum. We have chosen the initial predictors based on the assumption that each block contains either no specific directionality or one dominant orientation. Thus each of the initial predictors favors one of the orientations shown in Figure 3.6. For example, for the case of five predictors, the initial predictors we have used are: $z_1^{-1}$, $z_1^{-1}z_2^{-1}$, $z_2^{-1}$, $z_1z_2^{-1}$, $\frac{1}{2}z_1^{-1} + \frac{1}{2}z_2^{-1}$, $\frac{1}{2}z_1^{-1} + \frac{1}{2}z_2^{-1} + \frac{1}{2}z_1z_2^{-1}$, corresponding to predicted values $\hat{f}(m, n) = D, A, B, C, (A+B+C+D)/4$.

Fig. 3.6 Orientation of initial predictors

3.5.3 Open loop predictor design results

In order to test the algorithm under controlled conditions, experiments were first conducted in an open loop scheme on a synthetic image modeled as the output of an autoregressive filter (AR) excited with white noise. Different sets of predictors with randomly chosen coefficients were used to initialize the design algorithm. At convergence, the same value of Mean Squared Prediction Error (MSPE) was obtained for each starting point and the optimum predictors were close to the AR filter coefficients of the test image.

Computer simulations of the algorithm described above were also carried out on real images. Five images of size $256 \times 256$ were used in the training set constructed for determining the adaptive predictors. The algorithm was tested for $K = 7$, a prediction order equal to four and a block size of $3 \times 3$ with three different starting points. In the first two
starting points, each predictor had arbitrarily selected coefficients, subject to the constraint that the sum of the coefficients was one. In the third set, each of the seven predictors was chosen to favor one of the seven orientations represented in Figure 3.7.

For measuring the performance of each set of predictors found at convergence of the algorithm, the MSPE was calculated as well as the prediction gain in dB given by $10 \log_{10}(\sigma^2/\sigma^2_p)$, where $\sigma^2$ is the variance of the input image and $\sigma^2_p$ that of the prediction error. The results of the prediction of a 256 x 256 window of image "boat" (Figure 3.9), which contains many lines and edges, with the predictors found at convergence of the algorithm are given in Table 3.1. The results show that the starting point has a small impact on the final solution obtained. In this test, the difference was at most 0.34 dB in prediction gain. In further tests we restrict our choice of the initial predictors to oriented ones such as those of set 3 as they yield the highest prediction gain and the lowest MSPE.

Table 3.2 shows the MSPE resulting from applying the sets of adaptive predictors to a 512 x 512 window of the image "boat". In all cases the predictor order is 4 ($P_1 = 1, P_2 = 2, Q = 1$). The tests were done with $K = 1, 5, 7$ and 8 predictors, and with block sizes of $2 \times 2$ up to $6 \times 6$. As expected, the MSPE decreases as the number of predictors is increased and increases as the block size is increased. The advantage of using more than one predictor is clear. However, the choice of optimal number of predictors and block size must be made in a context of a coding system based on the overall bit rate for residual and predictor selection information.
Table 3.1 Influence of initial conditions on final predictors

<table>
<thead>
<tr>
<th>No. of pred.</th>
<th>1</th>
<th>5</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. order</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Block size</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 2</td>
<td>55.97</td>
<td>22.51</td>
<td>20.13</td>
<td>20.73</td>
</tr>
<tr>
<td>3 x 3</td>
<td>27.06</td>
<td>24.93</td>
<td>24.63</td>
<td></td>
</tr>
<tr>
<td>4 x 4</td>
<td>29.35</td>
<td>27.37</td>
<td>26.91</td>
<td></td>
</tr>
<tr>
<td>5 x 5</td>
<td>31.90</td>
<td>29.29</td>
<td>28.70</td>
<td></td>
</tr>
<tr>
<td>6 x 6</td>
<td>33.78</td>
<td>31.44</td>
<td>30.13</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2 MSPE for different sets of predictors

3.6 Variable Block-size 2D-CELP coding

3.6.1 Variable block-size coding

The 2D-CELP system described assumes that the image to be coded is partitioned into non-overlapping blocks of fixed size for both the prediction and the quantization. However, most natural images contain both high-detailed and low-detailed regions. The low-detailed regions are almost homogeneous, where the prediction gives residuals that are not only of low amplitude but also of a certain uniformity. The high-detailed segments are characterized by edges of different orientations and large transitions in the gray levels. The 2D-CELP decoder thus needs more information for the blocks belonging to these regions in order to reconstruct them well. This suggests the use of larger blocks for the vector quantizer in homogeneous areas and smaller blocks in more detailed areas.

Based on this observation, we propose a 2D-CELP system with variable VQ block-size. The block size for predictor switching is equal to the VQ block size. The decision on subdivision of a quantization block is based on an analysis of the prediction error.

During the coding process, starting with the largest block-size considered, an image
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block can be coded in its original size or split into four congruent blocks. Each sub-block
can be further subdivided into four sub-blocks. The process of subdivision continues until
the smallest allowable block-size is attained.

The overhead of the variable block-size coding method is that first, a partition map for
the image has to be transmitted. This can be efficiently done using the quad-tree structure.
Second, different codebooks are needed for the different coding block sizes implemented.
However, these codebooks are determined only once when the coder is designed.

3.6.2 Notation

So far, the input blocks have been denoted by \( B \). For simplicity and for future convenience
we will refer to input blocks by the block of pixels indexed by its corresponding size. Given
that the block size is \( 2^b \times 2^b \), the input block will be denoted by \( x_i^{(b)} \), where \( i \) denotes the
time index.

Let \( S^{(b)} \) be the class of blocks coded with size \( 2^b \times 2^b \); \( S^{(b)} \) would indicate the spatial
position of the blocks belonging to it. Therefore, when we want to refer to blocks belonging
to class \( S^{(b)} \) we will use \( x_i^{(b)} \in S^{(b)} \). The resulting coded quad-tree is denoted by \( S \). It
 corresponds to the family of \( S^{(b)} \) for \( b = b_0, \ldots, b_{\text{max}} \): \( S = \bigcup_{b=b_0}^{b_{\text{max}}} S^{(b)} \).

A codebook corresponding to block size \( 2^b \times 2^b \) will be denoted by \( C^{(b)} \), to which is
associated an index set \( I^{(b)} \) and an entropy codebook \( U^{(b)} \) that contains the codewords, as
will be detailed later.

Similarly, as different sets of adaptive predictors are used for the different block sizes,
prediction filters will be denoted using their corresponding block size. Therefore, for each
block size \( 2^b \times 2^b \) we have a set of \( K \) predictors denoted by \( \{ H_l^{(b)} \}_{l=1}^{K} \).

3.6.3 Variable block-size coding concept

Using \( b_{\text{max}} - b_0 + 1 \) different block sizes implies the design of more than one codebook. Each
codebook \( C^{(b)} \) corresponds to a specified block size \( 2^b \times 2^b \), and is partitioned into \( K \) sub-
codebooks, where \( K \) is the number of predictors used for each block size: \( C^{(b)} = \bigcup_{C^{(b)}} \).

A flowchart of the algorithm is shown in Figure 3.8. The operation of the method is
illustrated with a system using three block sizes. The image is initially partitioned into
disjoint blocks \( x_i^{(b_{\text{max}})} \) consisting of \( L^{(b_{\text{max}})} = 2^{b_{\text{max}}} \times 2^{b_{\text{max}}} \) pixels. These blocks are referred
to as base blocks. Once the predictor resulting in the minimum total squared residual is selected as explained by Eq.(3.5) and Eq.(3.6), the quantity \( r_i(H^{(b_{max-1})}) \) is compared to threshold \( \Delta_1 \) where

\[
r_i(H^{(b_{max-1})}) = \sum_{(m,n) \in B^{(b)}} (x(m,n) - \sum_{(p,q) \in P} h_k(p,q) x(m-p,n-q))^2
\]  

(3.20)

If \( r_i(H^{(b_{max-1})}) \) is less than \( \Delta_1 \), the block size is maintained at \( L^{(b_{max-1})} \) and \( x^{(b_{max-1})} \) is coded by means of 2D-CELP where the sub-codebook \( C^{(b_{max-1})} \) is selected to give the code-vector. If \( r_i(H^{(b_{max-1})}) \) is greater than \( \Delta_1 \), \( x^{(b_{max-1})} \) is subdivided into four congruent blocks \( \{x^{(b_{max-1})}_j\}_{j=1}^4 \), each of size \( L^{(b_{max-1})} = 2^{b_{max-1}} \times 2^{b_{max-1}} \). For each block \( x^{(b_{max-1})}_j \), using the predictor that results in the minimum prediction error, the total squared residual \( r_i(H^{(b_{max-1})}) \) is compared to a threshold \( \Delta_2 \). Then, each sub-block \( x^{(b_{max-1})}_j \) is maintained at its size and coded by the 2D-CELP scheme using sub-codebook \( C^{(b_{max-1})}_k \) or subdivided in turn into four blocks \( \{x^{(b_{max-1})}_{j,k}\}_{k=1}^4 \) of size \( L^{(b)} = 2^b \times 2^b \), each coded using sub-codebook \( C^{(b)}_k \). Here, \( k_i \) denotes the index of the predictor that results in the minimum prediction error for a given block \( x^{(b)}_{ij} \).

**Fig. 3.8** Variable Block-size 2D-CELP coding flowchart.

Note that in the coding flowchart represented in Figure 3.8, subdivision blocks inherently include a predictor selection procedure for the block size under consideration.
3.6.4 Threshold of block subdivision

A basic block is represented with the fewest bits if it is not subdivided. Thus, a block should be subdivided only if it cannot be coded sufficiently accurately at the given size. This could be accomplished by coding the block at that size and basing the decision on whether or not to subdivide on the coding error. Because the coding is costly, we have based the decision on the prediction error. The threshold values used are based on an empirical determination of the relationship between squared prediction error residual and coding error. Thresholds that maximize PSNR value are selected.

3.6.5 Quad-tree structure encoding

The overhead of the VB 2D-CELP method compared to the originally proposed method is that a partition map for the image has to be transmitted. Information on how a basic block \( x^{(n*n)} \) has been subdivided may be transmitted as side information. This can be efficiently done using the quad-tree structure. However, this may require a considerable part of the bit rate, especially at low bit rates. The bit rate needed for the transmission of the segmentation structure, or in other words the quad-tree data structure, can be determined using different approaches. In the following, we briefly describe the different approaches. A more detailed discussion will be presented in future chapters when dealing with error resilience.

The simplest approach consists of binary encoding the quad-tree using one bit per node: “0” indicating a leaf node and “1” indicating a parent node. In the case of two block sizes, a single bit can specify whether or not the base block has been subdivided. In the case of three sizes with two levels of subdivision, a simple approach consists of using a fixed length five bit codeword to provide this side information, since there are seventeen possible ways to subdivide the base block. As the segmentation can be very detailed which at low bit rates would require a considerable part of the total bit rate, variable length coding can be used to minimize this side information.

3.6.6 Codeword multiplexing

In the original 2D-CELP scheme, a single codeword is used for each block processed. As the block size is fixed, only the predictor index and the code-vector index are multiplexed in the codeword. In the variable block-size coding system, a single codeword is also used for each
block processed. In addition to both information items mentioned above, the codeword also has to indicate the block size used. Therefore for each block \( x_i \) under coding process the index of the code-vector selected will be multiplexed with the filter index \( k_i \) and block size \( b \) to form the codeword \( u_i \) for the block.

Variable block-size coding implemented in the VB 2D-CELP coding scheme offers the potential of a better allocation of the number of bits spent per unit area according to the local detail in the image. Using fixed length codes, however, would not be efficient in terms of rate distortion performance or achieving the benefits of variable block-size coding. Therefore, Huffman coding is used in our image coding scheme. In each Huffman code three types of information are multiplexed: block size, prediction filter index, and code-vector index. Using \( b_{\text{max}} - b_0 + 1 \) different block sizes implies the design of \( b_{\text{max}} - b_0 + 1 \) codebooks. Each codebook \( C(b) \) is partitioned into \( K \) sub-codebooks, where \( K \) is the number of predictors \( H^b \). If the codebooks \( C(b) \) are of the same size and are organized sequentially into a global codebook \( C \) and if the number of code-vectors in the sub-codebooks are all equal to \( N_s \), then, the extraction of the information needed to derive the decoder can be described as follows.

Given that \( v_i \) denotes the code-vector index extracted from codeword \( u_i \) corresponding to the image block under decoding process, the extraction of the codebook and therefore the block size to be used is given by:

\[
b = \left\lfloor \frac{v_i - 1}{KN_s} \right\rfloor + 1
\]

Once the index \( b \) pointing to the block size to be used is obtained, the extraction of the prediction filter index is simply:

\[
k = \left\lfloor \frac{v_i - (b - 1)KN_s - 1}{N_s} \right\rfloor + 1
\]

3.7 Image transmission over a noiseless channel

This section presents results of application of the 2D-CELP and VB 2D-CELP algorithms to image coding, and compares them with the block-DCT based JPEG algorithm.

In our approach, the training sequence used for codebook design is different from the one used for the determination of the adaptive predictors. The training sequence used for the
codebook design of the 2D-CELP system is composed of five images of size $512 \times 512$ each. The codebook is divided into $K$ sub-codebooks of equal size; $K$ corresponds to the total number of predictors used. In order to generate results at different bit rates, codebooks of different sizes are generated. The block size for prediction $2^b \times 2^b$ and the one for VQ can be different but remain constant during the coding. To evaluate the predictor performance numerically, the Peak Signal to Noise Ratio (PSNR) between the original image $x(m, n)$ and the coded image $\hat{z}(m, n)$ is calculated, where

$$\text{PSNR} = 10 \log_{10} \frac{255^2}{\frac{1}{M_1 \times M_2} \sum_{m} \sum_{n} (x(m, n) - \hat{z}(m, n))^2}.$$ (3.23)

For analyzing the advantages of the block-adaptive prediction method proposed, the test image "boat" (Figure 3.9) is used because it is rich in many edges with different orientations.

The advantage of designing more than one predictor can be observed on the enlarged windows of "boat" (3.10) in Figure 3.11 and Figure 3.12 and corresponding to the coded image at about 0.4 bpp by means of the 2D-CELP scheme using respectively one and five predictors and $b = 2$, that is a block size $L = 4 \times 4$. Although the use of 5 predictors leads to a small decrease in PSNR, the subjective quality is better than in the case of one predictor. This decrease in PSNR is mainly due to the increase in bit rate due to the predictor side information.

The VB 2D-CELP has been tested with different combinations of block sizes, threshold values and codebook sizes. The results have shown that the larger blocks are also of importance since they may contain single edges. Hence, the option of designing codebooks with equal size has been selected.

Experimental results have shown that decreasing the threshold increases the number of smaller blocks used. Here a question can be asked: which is better, increasing the codebook sizes for a given threshold or decreasing the threshold for a given codebook size? Using two possible sizes $4 \times 4$ and $2 \times 2$ and testing for different values of the threshold $\Delta$, we found that it is preferable to increase the size of the codebooks while keeping $\Delta$ constant rather than decreasing $\Delta$ while maintaining the same codebook sizes.

To show the result of the subdivision process we represent the segmented images using different coding block sizes. Figure 3.13 shows the variable block-size segmentation for the image "boat" using two block sizes of $4 \times 4$ and $2 \times 2$. Figure 3.14 shows similar results for
the image “lena”. In the figures, the high-activity region (block size of \(2 \times 2\)) is represented by the gray level 0 and the low-activity region (block size of \(4 \times 4\)) is represented by a light shade. It is observed that the detailed areas are effectively coded using the smallest block size, and that the largest size is used for areas of the images that can be considered as uniform. Similar images are shown for the case where three block sizes are used, namely, \(8 \times 8, 4 \times 4\) and \(2 \times 2\). The segmented images are shown in Figure 3.15 for “boat” and in Figure 3.16 for “lena”.

For the image “boat”, PSNR results as a function of the coding bit rate are given in Figure 3.17 for 2D-CELP with a fixed code-vector size as well as with a variable code-vector size. For 2D-CELP, a coding block size of \(4 \times 4\) and a set of \(K = 5\) adaptive predictors of order four have been used. For the purpose of comparison, the other curves are also generated with sets of five adaptive predictors of order four corresponding to the appropriate coding block size. Using variable block-size coding, two VB 2D-CELP curves are represented for two combinations of block sizes. One curve corresponds to a subdivision from \(4 \times 4\) to \(2 \times 2\) and the other also allows blocks of size \(8 \times 8\).

Figure 3.17 shows the improvement accomplished by the VB 2D-CELP when comparing the results with those obtained for coding “boat” by the original 2D-CELP scheme. In this figure, the coding bit rate is obtained based on Huffman variable length coding. As previously mentioned, each codeword indicates all information for the block being coded regarding its selected code-vector, coding block-size and prediction filter. For future convenience and as will be discussed later, coding bit rate based on separation of the index bit rate and side information is also provided. In this method, different Huffman codes are used in coding the code-vector indices and the predictor indices. The information about the block size is indicated by the code used for each predictor corresponding to a certain block size. For example, in case of two coding block sizes, two sets of adaptive predictors, each containing 5 predictors are used. This results in 10 predictors for which a Huffman based variable length code can be generated.

Based on the above-mentioned coding bit rate calculation, the PSNR performance results corresponding to image “boat” are provided using the VB 2D-CELP coding scheme and the JPEG algorithm. Figure 3.18 shows the improvements of our proposed method over the standard JPEG method. This improvement is even clearer when comparing the quality of the coded images. We compare the coded images at approximately 0.54 bpp and 0.51 bpp for the different systems considered. Figure 3.20 shows the VB 2D-CELP
coded image at 0.545 bpp with a PSNR of value 33.58 dB. This image is coded using two block sizes: 4 × 4 and 2 × 2. Allowing the 8 × 8 block size too, results in a bit rate of 0.51 bpp and a PSNR of value 34.45 dB. The corresponding image is shown in Figure 3.21. The JPEG coded images at these two rates are given in Figure 3.22 and Figure 3.23. The enlarged window in Figure 3.24 corresponds to VB 2D-CELP with block sizes of 4 × 4 and 2 × 2. In Figure 3.25, we give the window corresponding to “lena” coded with VB 2D-CELP where a size of 8 × 8 is also allowed. The enlarged window of the coded image (at the two rates for the previously mentioned cases) by means of DCT based JPEG algorithm are also given in 3.26 and Figure 3.27.

IVe also show the coded images at two coding rates for the VB 2D-CELP and JPEG systems. Figure 3.28 shows the coded image at 0.517 bpp with PSNR=34.89 dB. This image is coded with two block sizes, 4 × 4 and 2 × 2. The JPEG coded image at 0.51 bpp has a PSNR of value 34.74 dB and is shown in Figure 3.29. Using three coding blocks sizes in the VB 2D-CELP scheme results in a PSNR of value 35.19 dB at 0.459 bpp. This image is represented in Figure 3.30 and the JPEG coded image at 0.462 bpp with PSNR=34.26 dB is represented in Figure 3.31.

Finally, it is important to mention that regarding the computational complexity of the algorithms, the VB 2D-CELP has been seen to need less computational time than the 2D-CELP for a given bit rate. In fact, once the block size is selected, the corresponding sub-codebook from which the code-vector has to be chosen has a smaller size than the one in the fixed block size 2D-CELP codebook.

3.8 Summary

We have described a clustering approach for the design of block-adaptive predictors to be used in 2D-CELP coding schemes. The choice of block size, number of predictors and predictor order is made to balance prediction gain with the side information required to specify the predictor for each block. We have presented the results of an empirical optimization over a range of bit rates of about 0.45-0.85 bpp. Although fixed block size 2D-CELP is superior to ADPCM, and allows much lower rates, it remains inferior to DCT methods such as JPEG. We have introduced a variable block-size 2D-CELP algorithm that
improves performance over the fixed block size version by up to 3 dB in PSNR and exceeds JPEG by up to 1.5 dB, with no visible block artifacts and better rendition of certain oblique details.

As VB 2D-CELP is shown to be a promising algorithm for still image compression, we consider the method as our basic source coding technique. In order to implement a robust error resilient 2D-CELP based source codec, further work remains on error sensitivity analysis in the wireless fading channel, and robust design in order to provide reliable VB 2D-CELP coded image transmission over wireless channels.
Fig. 3.9 Original image "boat".

Fig. 3.10 Enlarged window of "boat".

Fig. 3.11 Enlarged window of 2D-CELP coded "boat" with $K = 1$, block-size=4x4: bit rate=0.4 bpp, PSNR=31.39 dB.

Fig. 3.12 Enlarged window of 2D-CELP coded "boat" with $K = 5$, block-size=4x4: bit rate=0.39 bpp, PSNR=30.89 dB.
Fig. 3.13 Variable block-size segmentation for image "boat": high-activity region (block size 2x2) represented by 0 gray level and low-activity region (block size 4x4) represented by light shade.

Fig. 3.14 Variable block-size segmentation for image "lena": high-activity region (block size 2x2) represented by 0 gray level and low-activity region (block size 4x4) represented by light shade.

Fig. 3.15 Variable block-size distribution for image "boat": large blocks are those in light shade, the three regions from brighter to darker represent 8x8, 4x4 and 2x2 sizes.

Fig. 3.16 Variable block-size distribution for image "lena": large blocks are those in light shade, the three regions from brighter to darker represent 8x8, 4x4 and 2x2 sizes.
Fig. 3.17 PSNR performance for image "boat" coded with 2D-CELP using fixed block-size of 4 x 4, and with VB 2D-CELP using variable block-size coding.

Fig. 3.18 Performance of VB 2D-CELP coding for the image "boat" versus JPEG.

Fig. 3.19 Performance of VB 2D-CELP coding system for image "lena" versus JPEG.
Fig. 3.20 Image "boat" coded with VB 2D-CELP using two block sizes $4 \times 4$, and $2 \times 2$: bit rate=0.545 bpp, PSNR=33.58 dB.

Fig. 3.21 Image "boat" coded with VB 2D-CELP using three block sizes $8 \times 8$, $4 \times 4$, and $2 \times 2$: bit rate=0.519 bpp, PSNR=34.45 dB.

Fig. 3.22 JPEG coded "boat": bit rate=0.543 bpp, PSNR=33.40 dB.

Fig. 3.23 JPEG coded "boat": bit rate=0.51 bpp, PSNR=33.0 dB.
Fig. 3.24 Enlarged window of "boat" coded with VB 2D-CELP using two block sizes 4 x 4, and 2 x 2: bit rate=0.545 bpp, PSNR=33.58 dB.

Fig. 3.25 Enlarged window of "boat" coded with VB 2D-CELP using three block sizes 8 x 8, 4 x 4, and 2 x 2: bit rate=0.519 bpp, PSNR=34.45 dB.

Fig. 3.26 Enlarged window of JPEG coded "boat": bit rate=0.543 bpp, PSNR=33.40 dB.

Fig. 3.27 Enlarged window of JPEG coded "boat": bit rate=0.51 bpp, PSNR=33.0 dB.
Fig. 3.28 Image "lena" coded with VB 2D-CELP using two block sizes $4 \times 4$, and $2 \times 2$: bit rate = 0.517 bpp, PSNR = 34.89 dB.

Fig. 3.29 JPEG coded "lena": bit rate = 0.51 bpp, PSNR = 34.74 dB.

Fig. 3.30 Image "lena" coded with VB 2D-CELP using three block sizes $8 \times 8$, $4 \times 4$, and $2 \times 2$: bit rate = 0.459 bpp, PSNR = 35.19 dB.

Fig. 3.31 JPEG coded "lena": bit rate = 0.462 bpp, PSNR = 34.26 dB.
Chapter 4

The Wireless Transmission Environment and Channel Error Control

4.1 Introduction

A DS-CDMA system has been accepted as a digital cellular standard (IS-95) and is operating in North America [80]. Transmitting images with high reliability over a system patterned after the IS-95 standard has been one of the motivations of this research. In this chapter we first provide a brief description of CDMA system operation with an emphasis on the IS-95 communication system. We then provide an overview of error control techniques for wireless communications, and describe the error control protocol adopted in this work to provide different QoS requirements for image transmission over CDMA Rayleigh fading channels. This is followed by a description of the transmission system considered herein. In particular, details of the simulation setup of the transceiver and fading channel model are provided. The transmission system described and our choice of error control form the basis of the transmission environment and conditions used in later chapters.
4.2 DS-CDMA transmission environment

4.2.1 Direct-Sequence CDMA

The system operation for CDMA cellular systems, such as IS-95 [80], is based on Direct-Sequence (DS) spread-spectrum signal, whereby each message bit is represented by a large number of coded bits called chips.

Direct-Sequence spread spectrum [81] [7] begins with digital modulation of the signal using standard methods, e.g. Quadrature Phase-Shift Keying (QPSK) modulation. This modulated digital signal is further modulated by a spreading code, for which the chip rate is much greater than the bit rate of the signal. As a result, the narrow-band digital signal is spread out to become a wide-band signal, with a bandwidth typically greater than 1 MHz. If the spreading code is wide-band and the message is narrow-band, the resulting signal bandwidth will nearly be the same as that of the spreading sequence. At the receiver, to retrieve the original signal, the received signal is modulated with the same spreading sequence. This signal is then demodulated.

In DS-CDMA, different users are allocated different spreading codes, so that interfering signals still appear as wide-band interference after this processing. It is important to note that the message component of the signal is a narrow-band signal, while the interference component is a wide-band signal. This allows the CDMA system to operate correctly, by filtering out most of the wide-band interfering signals [82].

The efficiency of the bandwidth utilization with DS-CDMA communications in fading multi-path channels has been the major concern of its use. Coding and diversity combining can improve the bandwidth efficiency. Two types of diversity can be used: external or implicit. External diversity can be achieved through the use of multiple antennas for example. Implicit diversity makes use of the inherent diversity from the multi-path reception and can be realized through the use of a RAKE receiver. Both types of diversity can be combined to further improve performance.

4.2.2 Transmission impairments

The major problem in wireless communications is the quality of the radio channel. In the mobile radio propagation channel, the following impairments are experienced: multi-path fading, path loss, and signal shadowing [83]. Multi-path fading, also known as short-term
fading, can be defined as the rapid fluctuations of the received signal strength as a result of multi-path propagation. Path loss is due to the relative rate of signal degradation with distance and is different in outdoor and indoor environments. Signal shadowing occurs in all environments when the signal path is blocked due to buildings or furniture.

In general the quality of a CDMA channel is subject to drastic changes. First of all, the fading channel characteristic is constantly fluctuating due to multi-path interference and shadowing. Secondly, there is more than one mobile active at any time instant, resulting in interference between different users. This kind of impairment is called the Multiple Access Interference (MAI). At best, one can describe the behavior of such a channel using statistical models like the widely accepted additive Gaussian noise, Rayleigh fading channel. This channel model involves a random transmission gain expressed as $a(t)e^{j\phi(t)}$, where $a(t)$ is the corresponding amplitude having a probability density function such as Rayleigh, and $\phi(t)$ is the phase offset having a uniform distribution on $[0, 2\pi]$, plus an additive noise with a Gaussian distribution which models the combined effects of thermal noise and MAI.

### 4.2.3 Transmission system requirements

In the CDMA cellular environment, the characteristics of the uplink (reverse link: mobile-to-base) and the downlink (forward link: base-to-mobile) are different [84]. In the downlink, there is one transmitter and many receivers so usually the signals sent to mobile terminals can be multiplexed and a coherent reference (pilot signal) can be economically inserted among the multiplexed signal. Therefore, synchronous transmission can be implemented and coherent demodulation can be performed. As a result, the interferences from other users can be canceled, at least at the same multi-path components, and hence we get a performance gain compared to asynchronous transmission.

In the uplink, there are many transmitters and one receiver. Therefore, it is much easier to design a system operating in the asynchronous mode. Also, inserting in each individual user's signal a pilot whose power is greater than the data-modulated portion of the signal reduces efficiency to less than 50% [85]. Hence, without phase and amplitude estimation, non-coherent or differentially coherent reception is required. $M$-ary orthogonal modulation is proven to yield good non-coherent performance compared to DPSK modulation. Therefore, $M$-ary orthogonal modulations are often used in the CDMA systems on the uplink [80], in order to reduce the degradations caused by multi-path fading and other
users interferences.

When using DS-CDMA for multiple access, performance is affected by the near/far problem. The consequence is a dramatic decrease in the system capacity. Power control is essential in any DS-CDMA system in order to mitigate the near/far problem and minimize the power transmitted by each mobile [86], [7]. Furthermore, the nature of fading channels causes power variations that must be controlled if possible.

Power control in DS-CDMA systems attempts to equalize the levels of the received power from all the mobiles within a cell. Perfect power control would keep them equal to a level that delivers the required performance (effective value of $E_b/N_0$) at the output of the receiver.

In the complete absence of power control, with all users transmitting at the same power levels irrespective of distance from the base station or fading in the mobile channel, far users will frequently find that the processing gain of the system is insufficient to suppress the interference from other users adequately, particularly those close to the base station and therefore far-user received data quality will be poor. It is relatively easy to show that in the absence of power control, a CDMA system will support fewer users than an FDMA system [6]. The answer then is to control transmit power levels carefully to ensure the best possible data quality for all users simultaneously [87], [86].

Power control on the uplink attempts to adjust the transmitted power of each mobile station such that nominal received power from each mobile station at the base station is the same [88]. To achieve this goal, a power control scheme is required to monitor and control the power transmitted by each mobile. As the path loss and slow fading can be assumed to be identical on both the reverse and forward links, the open loop power control is used to estimate the path loss and slow fading from a CDMA pilot signal transmitted on the downlink. That is, the open loop power control can cope with the very slow shadow type fading, while the effect of the fast fading is compensated by a closed-loop power control scheme.

In a fixed-step-size closed-loop power control system, the base station measures the received power from the mobile and compares it with a reference target power. A command bit is generated and sent to the mobile station. A logical '1' command bit signifies that the received power is less than the target power, while a logical '0' bit signifies the power is greater than the target power. The mobile station adjusts its transmitted power according to the dictates of the command bit with a fixed increment/decrement of power. The closed-
loop power control scheme used in IS-95 is a fixed-step power control with the transmitted power changing by ±1 dB in response to each base station command bit.

4.3 Error control techniques for the wireless channel

In mobile radio communications in which the signal undergoes transmission impairment, the issue of error control is unavoidable. There are two basic categories of error control methods: Forward Error Correction (FEC) [89], and Automatic Repeat reQuest (ARQ) [90], [91]. The primary advantage of FEC is that it does not require a feedback channel. However, it has the drawback of overheads introduced by codes, which may lower the effective data throughput. ARQ does not impose large overheads, but it requires a feedback channel and must be able to tolerate propagation delays in both the forward and reverse directions.

FEC can also be used in conjunction with ARQ. The combination of FEC and ARQ for error detection and correction is known as Hybrid ARQ. In the following sections, the principles of FEC, the basic ARQ schemes, as well as Hybrid FEC/ARQ are described. The main advantages and disadvantages of the different techniques, and their applicability for mobile communications are also summarized, with an emphasis on QoS requirements.

4.3.1 Forward error correction in fading channels

With every transmission/modulation technique, there is an associated error probability, which is dependent on the transmitted signal energy per bit \((E_b)\), and the noise encountered \((N_0)\) [92]. Increasing the signal energy to noise ratio per bit \((E_b/N_0)\) reduces the probability of error in transmission. However, practical considerations place a limit on \(E_b/N_0\). For a fixed \(E_b/N_0\), the only way to lower the probability of error is to use coding. The use of coding techniques introduces coding gain which is defined as the reduction in the required signal power for a given error probability when coding is in use, compared to the signal power required for the same error probability without coding. The reduction in the required signal power is often exploited to reduce transmission power at the expense of reduced throughput, due to coding overheads.

In an FEC error control system, an error correcting code (block or convolutional) is used for combating transmission errors due to the limitations of the channel, such as noise and fading. Parity-check bits are added to each transmitted message to form a codeword
(or a code sequence) based on the code used by the system. When the receiver detects the presence of errors in a received word, it attempts to locate and correct the errors. After the error correction has been performed, the decoded word is then delivered to the user. A decoding error is committed if the receiver either fails to detect the presence of errors or fails to determine the exact locations of the errors. In either case, an erroneous word is delivered to the user. Since no retransmission is required in an FEC system, no feedback channel is needed. The throughput of the system is constant, and is equal to the rate of the code used.

When a received word is detected in error, it must be decoded, and the decoded word must be delivered to the user regardless of whether it is correct or not. Since the probability of decoding error is much greater than the probability of undetected error, it is harder to achieve high system reliability with FEC schemes. In order to attain reliability, a long powerful error correcting code must be used and a large collection of error patterns must be corrected. This makes decoding hard to implement and expensive. For these reasons ARQ schemes are often preferred over FEC.

Of great importance to mobile communications due to their error correction capability, Reed-Solomon (RS) codes have been implemented in a variety of forms. RS codes are a subclass of non-binary BCH codes. Being good for bursty channels, RS codes have been adopted as popular FEC codes for many applications for mobile communications.

On the other hand, Convolutional encoding, originally developed for deep-space communications, has also found applications in mobile communications. More recently, convolutional encoding has been implemented in digital cellular systems for the protection of speech [80].

The performance of block and convolutional codes in the mobile radio channel is often enhanced by interleaving. In typical communication systems, the interleaver is often placed between the FEC encoder and the modulator. Most block and convolutional codes are designed to combat random independent errors, which occur in memoryless or Additive White Gaussian Noise (AWGN) channel. However, for channels with memory, such as the mobile channel, burst errors are observed to be dependent on signal transmission impairment (fading, Doppler, etc.). The technique of interleaving is intended to disperse burst errors encountered when the received signal is in fade. This effectively reduces the concentration of the errors that must be corrected by the channel code. The aim of the interleaver is to make the channel appear random or memoryless to the decoder.
Convolutional codes have an advantage in correcting random errors, whereas RS codes are good at correcting both random and burst errors if interleaving is used, and have reliable error detection capability. In general, longer codes possess the advantage of better detection in correctable words over shorter codes, hence a higher coding gain can be achieved; however, the penalty is increased complexity and processing delays. With convolutional codes, soft-decision decoding is also an effective way of increasing the coding gain. However, it is important to mention that coding gains that can be obtained depend very much on the code rate, channel characteristics (which also depend on the environment—outdoor or indoor), decoding techniques, interleaving depth, etc.

4.3.2 Automatic Repeat reQuest schemes

ARQ schemes [91] are an alternative form of error control to FEC, and can be more reliable than FEC schemes where data applications in the mobile radio channel are concerned [89], but at the expense of greater delay. ARQ protocols employ an error detection code and a feedback channel so that the receiver can request retransmission of the erroneous packets, or it can use the feedback channel to acknowledge the correctly received packets.

The most common of error detection codes used in ARQ schemes is the Cyclic Redundancy Check (CRC). The CRC performs a check on the integrity of the data packet received and signals to initiate an appropriate acknowledgment. FEC codes are also used at times in ARQ systems to perform the error detection instead of the CRC. FEC codes can also be used for error protection in ARQ systems as will be seen later.

There are three types of ARQ: the Stop-And-Wait (SAW) ARQ, the Go-Back-N (GBN) ARQ, and the Selective-Repeat (SR) ARQ.

Non-continuous Repeat reQuest

The non-continuous Repeat reQuest protocol is the Stop-And-Wait ARQ. In a SAW ARQ data transmission system, the transmitter sends a single frame 1 to the receiver and waits for an acknowledgment. A positive acknowledgment (ACK) from the receiver signals that the frame has been successfully received (i.e., no errors being detected), and the transmitter sends the next block. A negative acknowledgment (NAK) from the receiver indicates that

---

1 A frame of data is referred to as block or packet.
the frame has been detected in error, and the transmitter resends the same frame. Retransmissions continue until an ACK is received by the transmitter. The SAW ARQ protocol is simple; however, it is inefficient due to the idle time spent waiting for an ACK for each transmitted frame. The time that the protocol remains idle depends on the propagation delays, transmission times, and protocol processing delays.

Continuous Repeat Request

Continuous Repeat reQuest (RQ) systems such as GBN and SR, send information frames continuously before receiving any acknowledgments. These systems are more efficient than SAW, but there must be a limit on the number of frames transmitted or the buffers required will overflow. Therefore, some form of regulation must be introduced. A window is often used to limit the maximum number of frames transmitted. This window (also known as the sliding window) is essentially a buffer containing a list of frames waiting to be acknowledged (the retransmission list).

In a GBN ARQ system, a series of frames is transmitted continuously. The transmitter does not wait for an ACK after sending a frame; as soon as it has completed sending one, it begins sending the next frame. The acknowledgment for a frame arrives after a round-trip delay. The round-trip delay is defined as the time interval between the transmission of a frame and the receipt of an acknowledgment for it. During this interval, \( N - 1 \) other frames have also been transmitted. When a NAK is received, the transmitter stops sending new frames. It backs up to the frame that is negatively acknowledged and resends that block and the \( N - 1 \) succeeding blocks. At the receiver, the \( N - 1 \) received frames following an erroneously received block are discarded regardless of whether or not they are error-free. The size of the buffer at the receiver is one frame, as it contains the sequence number of the next expected block to keep the order. It will discard all blocks following an erroneous block until the block is correctly received [90].

Due to the continuous transmission and retransmission of data blocks, the GBN ARQ is more efficient than the SAW ARQ. Its throughput efficiency depends on the round-trip delay \( N \). It performs effectively on channels where the data rate is not too high and the round-trip delay is small. However, it becomes inefficient for channels where the data rate is high and the round-trip delay is large. Its throughput efficiency drops rapidly as the channel error rate increases. The inefficiency of the GBN ARQ protocol is caused by the
retransmission of many error-free frames following an erroneous block. This inefficiency can be overcome by using selective retransmission strategy.

Selective-Repeat is another continuous ARQ scheme, where blocks are continuously transmitted. In an ideal SR ARQ system, the transmitter only resends those frames that are detected in error. This ARQ technique, unlike GBN, accepts blocks out of sequence but reorders the received blocks and delivers them in sequence to the higher layers. Timers are also used in the SR scheme, but during retransmissions, which can be initiated by the reception of a NAK or a time-out for a particular block, unlike GBN, only that block is retransmitted. The receiver buffer stores out-of-sequence blocks in the buffer, so that when an in-sequence block arrives, it can be relayed to the higher layers. Hence, buffering is an essential requirement to the SR protocol, with buffers at both ends of the link, unlike GBN.

SR ARQ maintains a high throughput over a wide range of bit error rates. However, to achieve this ideal throughput efficiency, extensive buffering (theoretically infinite) is required at the receiver since ordinarily blocks must be delivered to the user in correct order. If a finite buffer is used at the receiver, buffer overflow may occur which would reduce the throughput of the system. However, if sufficient buffer store is provided at the receiver and if the buffer overflow is handled properly, the SR ARQ still significantly outperforms the two other types of ARQ in systems where the data transmission rate is high and the round-trip delay is large.

In the radio channel, where error rates are high, the increase in retransmissions due to erroneous blocks results in large number of duplicates, decreasing the efficiency of the protocol. Nevertheless, SR still yields the highest throughput of the three protocols outlined.

4.3.3 Hybrid ARQ

ARQ methods are indispensable in providing highly reliable communications in data transport systems. However, when channel conditions are poor, systems that use only ARQ suffer a degradation in throughput performance due to an increase in the frame error rate. Accordingly, in recent years, research has been successfully performed to merge FEC coding and ARQ into Hybrid ARQ systems to provide reliable communications with high throughput [93], [15], [94], [95].

In hybrid ARQ protocols, the purpose of FEC is to reduce the frequency of retransmissions by correcting error patterns that frequently occur such as small error bursts. When a
large burst of errors occur, it is then left to the ARQ mechanisms to pass the information across the channel.

Hybrid ARQ systems are divided into two main classes called type-I hybrid ARQ and type-II hybrid ARQ systems.

**Type-I Hybrid ARQ**

Type-I systems pack all coded bits (both information and redundant bits) into single packets for transmission to the receiver. The aim of the type-I scheme is to detect and correct errors using FEC. When a codeword is detected to be in error, the receiver attempts to correct the errors. However, if the error pattern is uncorrectable (such as a large burst), the receiver discards the received codeword and sends a request for a retransmission. The contents of the first and any repeat frames are identical.

In type-I systems, the amount of parity check bits is higher than that of pure ARQ schemes, as it is required to perform both error detection and correction, unlike conventional ARQ where only detection is performed. Hence, when the channel error rate is low, type-I systems will be inefficient, carrying unnecessary overheads. However, when the channel error rates are high, they have the advantage over pure ARQ systems through reduced retransmissions, as FEC is used.

**Type-II Hybrid ARQ**

Type-II systems pack information and redundant bits into separate packets (the information bit packet includes bits for error detection) and sends only the information bit packet on the first transmission. If errors are detected at the receiver, then a repeat packet of redundant bits is transmitted. In this way, the contents of the first packet differs from the contents of all subsequently transmitted repeat packets which minimizes overheads. At the receiver, information and redundant bit packets are combined to perform error correction decoding. If correction is not successful, a second retransmission is requested, which may be a repetition of the original codeword or another block of parity-check bits; depending on the algorithm adopted. Type-II systems have the advantage that subsequent retransmissions allow the error correction capacity of the received code to adjust to varying channel conditions. Hence, type-II hybrid ARQ can be seen as an adaptive hybrid ARQ system, adapting to the channel characteristics. When the channel is good, the system
behaves like a pure ARQ system, and when the channel degrades, extra parity bits are included to cope with the change of BER. This makes type-II systems effective in improving throughput and, in particular, selective-repeat type-II hybrid ARQ systems have been noted as providing especially high throughput [90], [91].

4.4 Transmission requirements and choice of error control protocol

4.4.1 Error control for QoS requirements

A major concern in wireless cellular systems, is the control of transmission errors under multi-path fading and multi-user interference. In order to ensure reliable communications and reasonable capacity of these systems, error control must be applied. Error control on the other hand, has to satisfy the application requirements. In fact, voice, video, image and data transmission have different bit error rate (BER) and delay requirements. Some typical services and their requirements are given in table 4.1 [96].

<table>
<thead>
<tr>
<th>Service</th>
<th>Maximum BER</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBR Speech</td>
<td>$10^{-4}$</td>
<td>sensitive</td>
</tr>
<tr>
<td>Asynchronous data</td>
<td>$10^{-7}$</td>
<td>insensitive</td>
</tr>
<tr>
<td>Facsimile</td>
<td>$10^{-4}$</td>
<td>insensitive</td>
</tr>
<tr>
<td>Packet data</td>
<td>$10^{-6}$</td>
<td>insensitive</td>
</tr>
<tr>
<td>LBR low resolution video</td>
<td>$10^{-9}$</td>
<td>sensitive</td>
</tr>
<tr>
<td>LBR Image</td>
<td>$10^{-9}$</td>
<td>dependent</td>
</tr>
</tbody>
</table>

Services are divided into two main categories, stream and packet, differentiated mainly by the delay requirements. Stream services, such as voice and video, are sensitive to delay. Therefore, the transmission has to be continuously maintained during the communication (call). Unlike video, some applications of still image transmission through wireless channels can tolerate delays.

Video is usually a delay constrained service. Since video is a real-time service, timely arrival of video source data at the decoder is required, that is, the delay is limited and the error control technique to be used has to satisfy this condition. In applications such
as video-phony or teleconferencing, video data has to be delivered to the user even if some frames are not successfully decoded. This may result in black spots in the reconstructed sequence, but the communication may remain acceptable as the image remains intelligible. Still image transmission can still be considered as a stream service. However, applications that require high-quality decoded images, may not tolerate poor reconstructed image quality as much as they may tolerate delay. Therefore, the need to support image transmission with different QoS requirements makes it necessary to implement adequate error control.

Since we are concerned with both requirements, compromise is a must. Hence, our choice of the error control protocol has to be made with two goals to be satisfied: high-quality decoded images, and acceptable delay.

Taking into account the characteristics of the CDMA wireless environment, a variety of coding schemes may be applied to meet the desired requirements.

In an interference limited cellular environment, the number of users a CDMA system can accommodate, i.e., the CDMA capacity, is proportional to the processing gain and the inverse of the bit energy to interference power spectral density ratio $E_b/N_0$. In order to achieve high system capacity in the wireless access of personal communication systems employing CDMA, low values of $E_b/N_0$ are necessary. The wide-band nature of CDMA allows the use of powerful low-rate codes in conjunction with spreading sequences to achieve both low $E_b/N_0$ and bandwidth spreading. For example, rate 1/2 and rate 1/3 convolutional codes with 236 states are used in the IS-95 CDMA system for digital cellular and personal cellular networks [80].

Originally proposed for voice transmission, the IS-95 system is capable of providing a high grade of service of $\Pr(\text{BER} < 10^{-3})$. Unlike voice transmission, image and video applications require a higher degree of reliability. On the other hand, real-time video and some image transmission applications are delay sensitive. These factors justify the need to use an error control technique suitable for delay-constrained traffic and capable of providing reliable transmission.

4.4.2 Choice of error control protocol

In the mobile radio channel, errors tend to occur in bursts due to the error mechanisms present. An error burst is often characterized by a region of consecutive bits in error followed by a stream of consecutive error-free bits. In most applications, the error bursts
often impose a limit on the intelligibility of the information transmitted. Very often, a $10^{-3}$ BER limit is used (on average 1 bit error in every 1000 bits). This limit is typically used for voice applications. A more stringent limit is imposed for applications such as image and video which usually require very low transmission error rates ($< 10^{-6}$). However, achieving these low error rates in wireless channels is very challenging.

As previously mentioned, FEC codes are suitable for channels with a consistent BER. Hence, for the mobile channel characterized with burst errors, it is very difficult to obtain very low transmission error rates using FEC alone. On one hand, FEC codes are designed optimally for a range of BER, and on the other hand, if interleaving is used intolerable delay may take place. Therefore, additional error control such as ARQ is needed to ensure reliability. However, ARQ schemes provide very low transmission rates at the expense of large delays which are intolerable in reliable (high quality) image and real-time video transmissions.

Additional parity check bits may also be required to ensure reliability. The use of lower rate codes may be useful for error correction, but the overhead involved must also be taken into account. In this context, implementing a low-rate code to ensure data reliability may result in the user data being unbearably low, due to excessive overhead. On the other hand, using a high-code rate may leave too many errors in the data stream uncorrected. Hence, in order to strike a compromise, the channel aspects need to be considered with further detail. That is, the fading characteristics must be considered in order to implement suitable error control protocol.

The average fade duration of a signal depends on the propagation frequency and speed of the mobile. Deep fades are commonly encountered in slowly fading channels such as Micro-cellular and indoor radio channels. The signal strength at a deep fade is very small and it varies very slowly. Therefore, in slowly fading channels, long bursts of data errors can occur. Hence, a portable in an indoor environment, or a mobile moving at low speed, suffers considerably larger error bursts due to the longer time it spends in a fade than does a mobile moving at high speed in an outdoor environment. These conditions render FEC coding alone unreliable and ARQ required [14]. In fact, with FEC only, large bursts of errors will not be correctable. On the contrary, FEC will be inefficient, serving only to impose additional overheads. ARQ based protocols are more efficient in terms of the overall throughput, but if ARQ only is used, unacceptable delay will take place. Without ARQ on the other hand, the bursty nature of the channel errors requires extensive amount
of FEC overhead to lower the Frame Error Rate (FER) adequately, resulting in a very low throughput, which results in reduced reconstructed signal quality.

A compromise could be accomplished using hybrid ARQ error control. In mobile data applications, hybrid ARQ protocols have been proven to provide better reliability than pure FEC and a higher throughput than the system with retransmission only. It is in this vein that we consider, a type-I hybrid ARQ protocol.

It is important to mention that type-II hybrid ARQ is known to be more efficient, but is also more complex than type-I ARQ. In a slow fading environment where the BER of an erroneously received frame is high, powerful channel coding is required. But in this case it might be more efficient to retransmit the data itself rather than parity bits, and furthermore this is much less complex. Therefore, we did not consider type-II hybrid ARQ in this work.

4.4.3 Type-I RS/CC hybrid ARQ error control

In the hybrid scheme, an ARQ protocol is used to obtain a desired error rate. FEC coding is used to correct low-weight error patterns in each message, reducing the number of retransmission requests. However, in order to increase reliability a large number of retransmissions will still be required which would result in unacceptable delay for delay-constrained applications. In particular, the throughput efficiency and the mean queuing and block delay times of hybrid ARQ systems are known to be far from satisfactory when the $E_b/N_0$ is low [90], which is essential in order to increase the system capacity.

On one hand, taking into account the delay constraint, the number of retransmissions required to acknowledge a frame has to be minimized and on the other hand setting stringent constraints on reliability in an environment characterized by bursts of errors requires the use of powerful channel error control. To achieve these requirements, a powerful error correcting code can be used with a powerful error detection capability of the FEC codes. One possible approach to achieve this goal is the use of concatenated codes.

Concatenated coding was first proposed by Forney [97] to utilize multiple levels of coding, for the purpose of achieving very low error probabilities. In a two-level concatenated coding scheme, two levels of coding and two levels of interleaving are used to combat channel bursts errors. The level of the coding and interleaving closer to the channel is called the inner layer, whereas the level outside the inner layer is known as the outer layer. The
inner and outer FEC codes can be convolutional codes or block codes. At the receiving end, the demodulator may produce either hard or soft decisions. In either case, these decisions are fed to the inner deinterleaver. This latter disperses the channel burst errors into random patterns. The inner FEC decoder is designed to combat the random errors. If the inner FEC decoder cannot correct the word or erroneously decodes the word, the decoding errors are bursty in nature and the outer interleaver is used to disperse the errors into adjacent codewords of the outer code. The outer FEC decoder then attempts to correct the remaining errors.

Block-based image compression algorithms such as VB 2D-CELP are sensitive to transmission errors. In fact, the corruption of one block of pixels may cause corruption of several adjacent blocks. Apart from considerations of robustness of the coding scheme to transmission errors, it is desirable to have a coded channel which produces a very low BER (as previously mentioned) without a corresponding loss in the data rate, i.e., a coded channel which offers a high coding gain while being compatible with the use of ARQ strategies. In particular, Reed-Solomon outer and convolutional inner concatenated (RS/CC) coding is known to be capable of providing high error-correction capability [16], [98], especially when combined with ARQ protocol [17]. Therefore, RS/CC concatenated coding is utilized for the communication system considered in this work. In order to enhance the performance of the RS/CC concatenated coding scheme, a simple type-I hybrid ARQ protocol is implemented.

Another benefit of ARQ in a lossy environment is the potential of providing flexible error protection to different bit-stream classes of different priorities. This is particularly important for image transmission. In fact, most image coding techniques are not loss tolerant. For example, if layered coding is used, and if the higher layer is highly protected, some packets can be lost while still guaranteeing acceptable quality. However, when header information is needed to drive the decoder, the loss of this data would likely lead the decoder to fail in decoding the right information.

4.4.4 Delay-limited coding

As previously mentioned, in real-time service, an acceptable delay has to be guaranteed through transmission. As excessive use of ARQ not only increases the transmission delay, but inevitably reduces the number of users that can be supported, for delay-constrained
applications, it is proposed to truncate the number of retransmissions of the protocol.

The delay-limited truncated type-I hybrid ARQ is a special case of hybrid ARQ with a limited number of retransmissions. In comparison with FEC, and other hybrid ARQ schemes, the truncated type-I RS/CC hybrid ARQ protocol offers several advantages as will be seen in the next chapter.

4.5 The system and its model

The system under consideration is patterned after the IS-95 standard [80]. Only the uplink is addressed in our study [99]. However, we consider an enhanced version of the IS-95. The modified version has been adopted by several researchers because of improved bit error rate performance. Moreover, further coding and channel error control techniques are proposed in order to improve the system performance. The main difference in terms of coding is that here RS/CC concatenated coding is used. We assume a frequency non-selective slowly Rayleigh fading channel model.

4.5.1 Uplink transceiver description

A simplified block diagram of the uplink transmitter is depicted in Figure 4.1. The baseband part of the portable transmitter consists of an RS/CC concatenated encoder with an outer interleaver, a mapper, an inner interleaver, and PN spectrum spreader. The user data is first coded by a RS encoder. Hence, the incoming data bits are grouped into $b$-bit symbols and encoded first by an RS $(n,k,b)$ code defined over $GF(2^b)$. The output of the RS encoder is then interleaved on a symbol-by-symbol basis to provide burst error protection (outer interleaver). This is followed by rate $1/3$ convolutional encoding with constraint length 9 and generating functions $(557, 663, 711)$ [80]. The resulting coded symbols are further spread by mapping groups of six symbols onto 64-ary orthogonal symbols prior to Walsh symbol interleaving to combat fading (inner interleaver), and QPSK PN spreading. The resulting spread spectrum sequence is then transmitted over a frequency non-selective slowly Rayleigh fading channel in the presence of multiple access interference (MAI) and background noise.

The baseband part of the uplink receiver is shown in Figure 4.2. The received signal for a particular user, which is corrupted by noise and interference from other users, is the input to a non-coherent receiver. It is well known that diversity techniques are efficient
in mitigating the effects of multi-path fading [85], [100]. Two branch antenna diversity is considered herein which permits two independent observations at the receiver to combat the deep fading in the mobile radio channel. Therefore, a number of 64-Hadamard correlators after the PN despreading are assigned to each diversity branch. The purpose of assigning a number of correlators to each receiver antenna is to capture different multi-path components in order to minimize the effect of multi-path dispersion. The output of the correlators from each diversity branch are then square-law combined (weighted with equal gain). Since 64-ary orthogonal mapping is used, we obtain a group of 64 decision variables. These decision variables are deinterleaved on a symbol-by-symbol basis. This is followed by soft-decision Viterbi decoding. The output of the Viterbi decoder is grouped in 8-bit symbols and deinterleaved prior to RS decoding. The outputs of the square-law combiner may be used for power control.

A correlator receiver provides optimal non-coherent detection for an M-ary orthogonal signaling system. A detailed description of the receiver can be found in [92]. In addition, reference [101] provides a detailed description of a non-coherent CDMA receiver and the underlying mathematical theory.

The outer interleaver considered is a \((N,I)\) block interleaver. After RS encoding, \(I\) consecutive codewords are stored row-by-row in an \(N \times I\) matrix with \(I\) rows and \(N\) columns, and then read out column-by-column in symbols. Thus two consecutive symbols before interleaving are separated by \(I - 1\) other symbols. The deinterleaver performs the inverse operation, where symbols are written into the deinterleaver columns and read out by rows. \(N\) should be larger than or equal to the block code length in order to avoid the wraparound effect.

As previously mentioned, the motivation for using interleaving is to break up the correlation between adjacent channel symbols, therefore presenting the decoder with an independent sequence. Due to the constraints on delay, interleaving will not be perfect and the channel symbols will not be completely uncorrelated. In fact, correlation will still exist if the interleaving matrix is not made infinite but the interleaver/deinterleaver size has to be such that some of the effectiveness of the interleaving is traded for smaller interleaving/deinterleaving delay.
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Fig. 4.1 Uplink transmitter block diagram.

Fig. 4.2 Uplink receiver block diagram.
4.5.2 Channel Model

Micro-cellular applications at a carrier frequency of 2 GHz are of interest in this work. We consider slowly moving portables. This results in a Doppler shift much smaller than the carrier frequency and the bit rate. The channel is modeled as a flat fading channel. The popular Jakes model [102] is used to generate time-varying Rayleigh random variables. Only the impact of the Rayleigh fading on the link performance is considered in this work. The combined effect of other channel imperfections is modeled by an AWGN.

The combination of two-branch antenna diversity and power control have been shown in [14] to be effective in mitigating the effect of Rayleigh fading on the uplink, particularly when slow fading is considered. To equalize the received powers, a combination of open and closed loop controls may be used. However, we confine our attention to the closed loop control because it is the crucial component of any effective scheme to combat Rayleigh fading [85], and consider two antennas at the base.

Symbol-by-symbol inner interleaving is implemented. This interleaving has been shown to give a 1 dB improvement in the BER over the conventional bit-by-bit interleaving [100]. Moreover, in slow fading conditions, as power control has been reported to be more effective than inner interleaving [100], the inner interleaver size is kept fixed.

The limiting case of the memoryless channel is also considered in this work. In this case, assuming ideal interleaving is used to make the channel look memoryless, the combination of the inner interleaver/deinterleaver with the non-selective slowly Rayleigh fading channel is modeled by a sequence of independent Rayleigh distributed random variables with mean squared value normalized to one. In addition, the thermal noise and the effect of the spreading/despreading operation on multiple access interference is modeled as a white Gaussian noise.

4.5.3 Simulation parameters

A data rate of 76.8 Kbps is considered. The data frame duration has to be chosen so that it is sufficiently short to allow rapid retransmission but not too short in order to avoid the retransmission occurring during the same fade. Examination of the distribution of the length of error bursts in the Micro-cellular CDMA channel at 2 GHz [85] reveals that the mean fade duration is less than 30 msec for portables moving at 1 Km/h. Considering the same portables speed, a data frame duration of 5 msec is considered herein, and a shortened
RS code with 48 data bytes that can correct up to 7 bytes is used.

We consider a CDMA system with closed-loop power control only. The power controls are generated at the rate of 800 bps. The mobile adjusts its transmit power by a fixed step-size of 0.5 dB depending on the received power control bit. The performance of the transceiver was studied for two power control step sizes 0.5 dB and 1 dB. The 0.5 dB power control step size was found to result in smaller required SNR for the slowly fading channel considered here. The impact of possible channel errors on the performance of the power control scheme is not considered. In considering the required SNR (per antenna), the effect of fast power control gain is not taken into account. In other words, the signal power used in computing the SNR is taken before the fast power control gain.

In order to express the delay in seconds, practical values of the delay components are needed. For convenience, we make the following numerical assumptions for the computation of delay. The propagation delay, depends on the entire system including the network. However, as our motivation is in studying the effect of varying the maximum number of retransmissions and the outer interleaving depth, we neglect the propagation delay. The acknowledgment time $T_a$ is considered as the time taken to decode a frame and generate a NAK or ACK, without including deinterleaving delays. We assume $T_a=20$ msec.

4.6 Summary

This chapter reviewed the wireless transmission environment under consideration. It argued the need of channel error control, reviewed the conventional approaches to it, and presented our choice of error-control protocol based on image transmission requirements.
Chapter 5

Protocol Performance Analysis in CDMA Rayleigh Fading Channels

5.1 Introduction

In this chapter, we study the performance of an error control scheme capable of providing low delay reliable transmission over DS-CDMA Rayleigh fading channels. To this end, a truncated type-I hybrid ARQ protocol based on the selective repeat strategy is used in a concatenated Reed-Solomon/Convolutional coding scheme. To enhance the performance of the concatenated scheme, interleaving is used. However, in order to reduce the transmission delay, partial interleaving may be more attractive to be used along with a finite number of ARQ retransmissions. For the purpose of investigating the system performance under low-delay requirements, the error control protocol performance is studied as a function of the emphasized parameters for a memoryless channel as well as for a highly correlated quasi-static channel. In the presence of non-independent channel errors, the analysis is based on Markov modeling to derive performance metrics, taking into consideration interleaving and number of ARQ retransmissions.

In a DS-CDMA environment, contributions dealing with performance of hybrid ARQ schemes have been mostly concerned with channels where errors are independent [17], [94], [103]. In contrast to the study of performance of hybrid ARQ schemes in memoryless channels, only a limited amount of work has been accomplished for channels with dependent errors. In [104], the non-independent channel is reviewed, noting the interaction between
channel modeling and error control with a focus on FEC. The performance analysis of a type-II hybrid ARQ protocol has been presented in [105] for a non-stationary channel considering the interdependence between packets and not symbols. Therefore, these models are difficult to match with the mobile channel parameters. Using concatenated coding in [106], an analytical solution for the throughput of a hybrid Selective-Repeat (SR) ARQ scheme is derived for point-to-multipoint communication over broadcast channels. Recently, the throughput performance of GBN and SR protocols in Markov channels with unreliable feedback has been evaluated [107]. This study is not concerned with FEC coding, as in [108] where the exact throughput of GBN protocol is evaluated using Renewal theory.

The performance of RS codes with dependent symbol errors has been relatively widely studied. In [109], based on some channel statistics, analytical formulae have been derived for the word, symbol, and bit error rates of a RS coding system in a bursty environment, where no ARQ is used, and only the case of ideal interleaving or no interleaving is considered. In [110], where no ARQ is employed, the performance is determined from the measured errors at the input of the RS decoder, and comparisons are made between the cases of random and nonrandom errors. Considering a type-I hybrid ARQ protocol, the throughput evaluation was presented in [103], where partially interleaved RS codes in a power-controlled DS-CDMA system are used. The performance of RS codes on a bursty-noise channel has also been studied in [111], where ideal code symbol interleaving is assumed.

Interleaving on bursty channels and/or in concatenated RS/CC schemes have been studied in different transmission systems and channels conditions [98], [109], [112], [113], [114], [115], [116]. The purpose in previous work was not to investigate the effect of interleaving from a delay point of view, and results are sometimes based on simulations only. Moreover, few authors have investigated the effect of interleaving on transmission delay when ARQ is also used. Usually, a fixed finite degree of interleaving is used, and is sometimes considered enough to randomize the error bursts. On the other hand, the concept of truncating retransmissions in hybrid ARQ protocols has previously been used to reduce the time delay [105], [117], [118]. However, this concept has not been used for the RS/CC type-I hybrid ARQ protocol. In particular, the interesting issue of interleaving versus retransmission truncation has not been previously investigated.

The contribution of this thesis is based on interdependency between FEC/ARQ and reliable low-delay transmission requirements in a DS-CDMA environment. It consists of the study of performance of the RS/CC hybrid ARQ protocol over a non-independent fading
channel, taking into consideration the effect of RS symbol interleaving, and maximum number of allowable retransmissions.

In our study, the investigation of the aforementioned issues and parameters is conducted for the uplink of the communication system under consideration. Results of throughput, average transmission delay and protocol error probability are provided for different combinations of the parameters, over a wide range of channel SNRs for the two channel conditions considered: memoryless and quasi-static.

5.2 Type-I RS/CC hybrid ARQ error control

5.2.1 Principle of the transmission protocol

As previously mentioned, the ARQ protocol investigated in this work is a type-I hybrid ARQ which uses the concatenation of RS code and convolutional code for continuous error correction, and the RS error detection capability to request retransmissions. The ARQ scheme is based on the SR strategy.

The data transmission is frame-based. After the Viterbi decoder, the bounded distance RS decoder gives an estimate of the transmitted data frame. If the estimate is found to be error-free, it is delivered to the source decoder and a positive Acknowledgment (ACK) is sent to the transmitter. If the RS decoder detects uncorrectable errors, the data frame is discarded and a negative acknowledgment (NAK) is sent as a retransmission request.

When used with unlimited number of retransmissions, the protocol is referred to as the untruncated protocol. In this case, retransmissions continue until the decoded frame is assumed to be error-free and is delivered to the source decoder. Therefore, extensive buffering is needed. If a finite buffer is used at the receiver, as is the case in practical systems, buffer overflow may occur which reduces the performance of the system.

In delay constrained applications, the untruncated protocol may lead to unacceptable delay. Therefore, the constraint of the delay imposes a limit on the maximum number of retransmissions. In the truncated protocol, the process of retransmission continues until the allowed maximum retransmission number is reached or the data frame is successfully accepted. By contrast to the untruncated protocol, the receiver buffer design for the truncated protocol is much simpler because the required buffer size can be precisely predetermined. If the receiver buffer can accommodate the number of frames sent during a round-trip
transmission time period, there is no possibility of buffer overflow.

5.2.2 Interleaving and ARQ truncation

As previously mentioned, two degrees of interleaving are used, namely at the inner and the outer symbol interleavers. The motivation for using inner interleaving is to break up the correlation between adjacent channel symbols into the decoder, ideally presenting the decoder with an independent sequence. Due to the constraints on delay, interleaving cannot be perfect and the channel symbols will not be completely uncorrelated. In fact, correlation will still exist if the interleaving matrix is not made infinite but the interleaver/deinterleaver size has to be such that some of the effectiveness of the interleaving is traded for smaller delay.

In the RS/CC concatenated scheme, as the length of the output error bursts from the Viterbi decoder are widely distributed, we interleave the RS code symbols so that the error bursts are spread among RS codewords. This increases the probability likelihood that errors can be corrected by the RS decoder; otherwise, a long block code should be used.

Sufficient interleaving has to be used without yielding to an increase in the number of frames that need to be retransmitted. In fact, interleaving can make the problem worse because errors will be spread over more frames which means that more frames have to be retransmitted.

Using a limited number of retransmissions sets limits on the error statistics, namely on the frame error rate after retransmission. If there are too many error bursts, the FER is too high, and consequently an excessive number of retransmissions is needed. In order to bring the FER down, when only a limited number of retransmissions is allowed, the bursts of errors must be spread using interleaving.

On one hand, interleaving techniques suffer from the fundamental problem of increasing delay, and on the other hand only a limited number of retransmissions is allowed for delay constrained applications. The question is how to choose these parameters in order to provide high system performance with low transmission delay. It is in this vein that we study the effect of interleaving and retransmission truncation on the system performance.

The focus of this chapter is twofold: (i) presenting an analytical method for evaluating the performance of the hybrid ARQ scheme using RS/CC concatenation, in the presence of non-independent errors, and (ii) studying the effect of interleaving versus ARQ retrans-
mission truncation on the system performance. However, before studying the case of the non-independent channel we start with the memoryless channel.

5.3 Performance evaluation criteria

We measure the capability of the hybrid ARQ scheme with performance metrics, namely, throughput, average transmission delay, and protocol error probability. Our study assumes that the feedback channel is noiseless.

5.3.1 Reliability

In general, the performance of various ARQ and hybrid-ARQ error control protocols is measured by reliability statistics. In an ARQ or hybrid ARQ system, the receiver commits a decoding error whenever it accepts a received block with undetected errors. The reliability of the communication system is quantified by its protocol error probability denoted as \( Pr(E) \). The protocol error probability is the probability that the receiver delivers a message block with undetected errors.

\[
Pr(E) = \frac{\text{probability of the occurrence of undetected errors}}{\text{probability that decoding succeeds}} \tag{5.1}
\]

By "decoding succeeds", we mean that the decoder delivers a packet to the user. Clearly, for an error control system to be reliable, the protocol error probability \( Pr(E) \) should be made very small.

5.3.2 Throughput

Throughput is a measure of the effectiveness of a system and can be defined by the average number of information frames delivered to the source decoder per unit time over the total number of frames that could be transmitted per unit time. Let \( E[T] \) be the average number of frame transmissions (including the first transmission and retransmissions) required for a frame to be delivered, the throughput \( \eta \) is defined as

\[
\eta = \frac{1}{E[T]} \tag{5.2}
\]
5.3.3 Transmission delay and queuing delay

Delay is defined as the amount of time between the input of uncoded information to the transmitter and the output of decoded information from the receiver. Delay in hybrid ARQ systems consists of two components, queuing delay and transmission delay.

- Queuing delay is the delay between the time the message is assigned to a transmission queue (buffer) and the time it starts being transmitted.

- Transmission delay is the delay between the time the message starts being transmitted and the time it is successfully delivered to the user.

When a message block is ready for transmission and the system queue is not empty, the block must wait in the queue until all previous blocks are transmitted. This waiting time is the queuing delay. If the queue is empty, when a message block arrives, the block transmission will take place immediately.

5.4 Performance of FEC scheme over memoryless channel

5.4.1 BER performance

The convolutional encoder under consideration is combined with orthogonal Walsh signaling and non-coherent detection. Square-law metrics are employed in the decoder. This is optimal for Rayleigh fading with symbol interleaving [100]. The bit error probability is upper bounded by [92]:

\[ P_e < \frac{2^{k-1}}{2^k - 1} \sum_{d=0}^{\infty} \beta_k P_d(d) \]  

where \( k = \log_2 M \) for \( M \)-ary modulation. The free distance of the convolutional coder \( d_f \) is the minimum weight, in terms of the number of nonzero Walsh symbols, of the nonzero path. \( \beta_k \) is the total number of nonzero information bits for all the paths that have path weight equal to \( d \). On the Rayleigh fading channel, assuming full interleaving is obtainable to make successive symbols independent in the fading variable, the probability of error in pairwise comparison of the all-zero path with a path that has \( d \) nonzero symbols (6 bits/symbol for \( M=64 \)) is given by [92]:
where, $p = \frac{1}{(1+\gamma)}$ is the error probability for binary decisions between orthogonal signals on the (non-coherent) Rayleigh channel. It corresponds to the probability of error for binary orthogonal signaling on a fading channel without diversity. For $m$-branch spatial diversity employed to mitigate the effect of fading, $P_2(d)$ is given by [100]:

$$P_2(d) = \frac{1}{(\gamma_m + 2)^md} \sum_{i=0}^{m-1} \binom{md+i-1}{i} \left(\frac{\gamma_m + 1}{\gamma_m + 2}\right)^i$$  \hspace{1cm} (5.5)

where $\gamma_m = \frac{E_0}{N_0}$, $E_0$ is the total energy per orthogonal signal from all diversity branches, and $\gamma = \frac{E_0}{N_0} = m\gamma_m$ is the total SNR.

Fig. 5.1 BER performance of the Rayleigh fading channel with infinite interleaving and one or two-branch diversity: comparison between simulations and analytical bounds.
In order to test the performance of our transmission model, we compare simulations and analytical bounds on BER for the fading channel with infinite interleaving with no RS coding and for one and two-branch diversity. BER results are provided as function of $E_b/N_0$, that is the total bit-energy to noise spectral density on one receive antenna.

Figure 5.1 illustrates the bit error probability obtained through simulations and the upper bounds based on (5.3) with and without antenna diversity. When compared with the results provided in [100] we found that results highly correspond. It is clear that with diversity combining, the two observations from each receive antenna diminish the variance of the channel fading effect. Being more steady and having fewer confrontations with deep fading, this combined signal from both receivers enables better system performance.

We note that for computation of the upper bounds, the first four weights $\beta_k$ [100] have been used. Clearly, bounds become looser at low $E_b/N_0$ if more weights are used in the computation.

### 5.4.2 Concatenated coding scheme performance

Consider the performance of maximum distance separable (MDS) codes when they are used for error detection in coding schemes with retransmissions. The most important MDS codes are q-ary RS codes of length $n = q - 1$. The RS codes make highly efficient use of redundancy, and block lengths and symbol sizes can be readily adjusted to accommodate a wide range of frame sizes. RS codes also provide a wide range of code rates that can be chosen to optimize performance. In particular, any shortened RS code is also an MDS code. In addition, efficient decoding techniques are available for use with RS codes.

A decoding procedure that corrects all error patterns of weight $\leq t$, where $t$ is the largest integer equal to or less than $(d - 1)/2$, is called a bounded-distance decoding. An RS$(n, k, b)$ code allows the correction of at most $t = \frac{b+1}{2}$ b-bit symbols.

When an RS codeword $c$ is transmitted, channel noise may corrupt the transmitted signal. As a result, the receiver receives the corrupted version of the transmitted codeword $c + e$, where $e$ is an error pattern of some weight $u$. The decoder is a bounded distance decoder, that is, it looks for a codeword within a distance $\leq t$ of the received word; if there is such a codeword, the decoder finds it, and if not, the decoder reports "failure". Thus, if $u \leq t$, the decoder detects and corrects the error $e$ and recovers $c$ (correct decoding). On the other hand, if $u > t$ there are two possible scenarios:
1. the decoder detects the presence of the error pattern but is unable to correct it (decoder failure).

2. the decoder decodes the received word incorrectly to some other codeword (decoder error).

Thus, the performance of a RS code can be described by two parameters: the probability of decoder error (incorrect decoding) and the probability of decoder failure [119]. Let us consider the following probabilities:

- $P_C$: probability that a received block contains no error or the error is corrected by the decoder.
- $P_{df}$: probability of decoding failure, that is the probability that a received block contains an uncorrectable but detectable error.
- $P_{ud}$: probability of undetected decoding error, that is the probability that a received block contains an undetectable error pattern.

The probability $P_C$ depends on the channel error statistics, and the probabilities $P_{df}$ and $P_{ud}$ depend on both the channel error statistics and the choice of the error-detection code. $P_{ud}$ is normally called the undetected error probability of the code. We denote by $P_t$ the sum of $P_{df}$ and $P_{ud}$. Obviously, the probability of correct decoding and the probability of total error add up to one: $P_C + P_{df} + P_{ud} = 1$.

Let $P_s$ denote the $b$-bit symbol error rate (probability of symbol error) at the input of the RS decoder. The probability of total error $P_t$ at the output of the RS decoder is given by [119]:

$$P_t = \sum_{i=1}^{n-1} \binom{n}{i} P_s^i (1 - P_s)^{n-i} \tag{5.6}$$

A closed-form formula is available to calculate the probability of decoder error $P_{ud}$. However, its evaluation is computationally intensive for large values of codeword length $n$. In [119], a tight upper bound for the decoder error probability of RS codes has been derived, that is,
The symbol error probability at the input of the RS decoder is upper bounded by

\[ P_{\text{uv}} \leq P_b \sum_{i=0}^{j} \binom{n}{i} (2^b - 1)^{j-i} \]  

(5.7)

The symbol error probability at the input of the RS decoder is upper bounded by

\[ P_s \leq b P_b \]  

(5.8)

where \( P_b \) is the bit error probability at the output of the Viterbi decoder.

Using the bit-error probability bound for the independent (infinite interleaving) Rayleigh fading channel (5.3), and the upper bound on the symbol error rate at the input of the RS decoder (5.8), we can obtain from equations (5.6) and (5.7) tight upper bounds on \( P_t \) and \( P_{\text{uv}} \) as a function of \( E_b/N_0 \). These two tight upper bounds characterize the overall error rate performance of the concatenated coding scheme.

Figure 5.2 shows the performance of the concatenated coding scheme for the transmission system under consideration. The computation of the upper bound is based on (5.3) in conjunction with (5.6) and (5.8).

Simulation results are given with or without the use of outer interleaving. As previously mentioned, in the RS/CC concatenated scheme, the effect of outer interleaving is to randomize the bursts of errors at the output of the Viterbi decoder, and consequently make them more amenable to correction with the RS decoder. If a codeword is interleaved to degree \( I \), then two consecutive symbols of a codeword are spaced apart by \( I - 1 \) symbol times. Simulation results in Figure 5.3 show how interleaving reduces the probability of total error, and hence increases the error correction capability of the RS decoder. However, as will be seen later, the interleaver increases the system complexity and may not be necessary to maintain a required performance.

5.5 Performance of the hybrid ARQ protocol on a memoryless channel

In this section, the performance of the type-I hybrid ARQ with RS/CC concatenated coding is evaluated assuming that the forward channel is memoryless and that the feedback channel is noiseless. The performance criteria considered are throughput, protocol error probability and average transmission delay.
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5.5.1 Throughput efficiency

The evaluation of the throughput for a hybrid ARQ system is known to be easy compared to the evaluation of other performance measures. We consider the SR strategy with infinite buffer at the receiver to store the error-free codewords when a received block is detected in error.

The probability of retransmission request $P_r$ is the probability that a given transmission will cause the generation of a retransmission request because of uncorrectable detected error pattern. Hence, $P_r$ is given by the probability of decoder failure $P_q$. Then, the average number of transmissions needed for a frame to be delivered to the source decoder is:

$$E[T] = 1 + P_r + P_r^2 + \cdots + P_r^r + \cdots$$

$$= \frac{1}{1 - P_r} \quad (5.9)$$
Hence, the throughput efficiency of type-I hybrid ARQ is:

$$\eta = 1 - P_e = 1 - P_{ar}$$  \hspace{1cm} (5.10)

Notice that, unlike other multiple access techniques, for a CDMA link no normalization of the throughput is needed, especially that no comparison with another protocol is performed.

We see that the throughput does not depend on the round-trip delay factor. However, high throughput performance can be achieved at the expense of extensive buffering. If a finite buffer is used at the receiver, as in the case of most practical systems, buffer overflow may occur and that leads to reduction in the throughput performance of the system.

In a hybrid ARQ system, the throughput efficiency of the system is affected by the length of the message frames, the error correction capability of the code, the retransmission protocol, and the size of the buffers at both the transmitter and the receiver. For delay sensitive applications, if the protocol is used with a maximum number of retransmissions $L$, then the average number of transmissions is given by:

$$E[T] = 1 + P_{ar} + P_{ar}^2 + \cdots + P_{ar}^L$$

$$= \frac{1 - P_{ar}^{L+1}}{1 - P_{ar}}$$  \hspace{1cm} (5.11)

Throughput follows by simple inversion of $E[T]$, that is

$$\eta = \frac{1 - P_{ar}^{L+1}}{1 - P_{ar}}$$  \hspace{1cm} (5.12)

### 5.5.2 Protocol error probability

The protocol error probability is the probability that the receiver delivers a packet with undetected errors when the error protocol is in use. For applications where power and transmission delay are not critical, the protocol error probability $Pr(E)$ must be minimized because error-free transmission is a basic requirement. For applications sensitive to delay, the protocol error probability may be traded-off subject to a grade of service requirement.

Releasing any constraint on the transmission delay, $Pr(E)$ has to be minimized in the protocol under consideration. A decoded packet is delivered to the source decoder only if it contains no errors or contains an undetectable error pattern. Since an undetectable error
pattern can occur on the initial transmission of a packet or on any retransmission, $Pr(E)$ is given by:

$$Pr(E) = P_{se} + P_{df} P_{se} + P_{df}^2 P_{se} + \cdots + P_{df}^L P_{se} + \cdots$$

$$= \frac{P_{se}}{1 - P_{df}}$$

$$= \frac{P_{se}}{P_{se} + P_e}$$

(5.13)

We see that the reliability of the protocol is determined by both the error detection capability and the error correction capability of the RS code. If the error-detection code is properly chosen, $P_{se}$ can be made very small relative to $P_e$ and hence $Pr(E)$ can be made very small. Notice that when a detectable error pattern occurs, the received packet is not accepted by the receiver and a retransmission is requested.

For delay sensitive applications we can consider the same scheme with $L$ retransmissions only.

$$Pr(E) = P_{se} + P_{df} P_{se} + P_{df}^2 P_{se} + \cdots + P_{df}^L P_{se}$$

$$= \frac{P_{se}}{1 - P_{df}}$$

$$= \frac{1}{1 - P_{df}^{L+1}}$$

$$= \frac{1}{P_{se} + P_e}$$

(5.14)

With retransmission truncation, if the maximum number of retransmissions is reached the packet may be delivered even with uncorrectable errors. Therefore the protocol error probability is given by

$$Pr(E) = P_{se}(1 + P_{df} + P_{df}^2 + \cdots + P_{df}^{L-1}) + P_{df}^L$$

$$= \frac{1 - P_{df}^{L+1}}{1 - P_{df}} + P_{df}^L$$

$$= \frac{1 - P_{df}^L}{P_{se} + P_e} + P_{df}^L$$

(5.15)

Hence, reliability considerations for the truncated protocol differ from those for the untruncated protocol and FEC coding. In the untruncated protocol, reliability is mainly determined by the undetected error probability. In FEC only, only uncorrectable errors
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are considered. In the truncated protocol, both undetectable and uncorrectable errors are taken into account.

5.5.3 Average transmission delay analysis

In this analysis, we focus on the average transmission delay. The effect of the inner interleaver is not considered, and the purpose here is to study the effect of the outer interleaver/deinterleaver, and protocol truncation on the transmission delay. Recalling that the average transmission delay is defined as the average time needed for a frame to be successfully delivered to the user, with correct or incorrect decoding, and the corresponding acknowledgment time. This delay depends on several components: the transmission time of a frame \((T_f)\), propagation time \((T_p)\) and acknowledgment time \((T_a)\). 

\(T_f\) depends on the frame length in bits, interleaving, coding rate, and baud rate. The transmission time \(T_f\) includes the interleaver/deinterleaver delays, as well as the processing time. Given that the frame length in bits is \(n_b\), and denoting the baud rate by \(R_{\text{baud}}\), 

\[ T_f = \frac{n_b}{R_{\text{baud}}} + D_{\text{out}} \]

where, \(D_{\text{out}}\) is the delay caused by the outer interleaver/deinterleaver operation with depth \(I\). Assuming block interleaving is used, the time delay caused by this operation is given by

\[ D_{\text{out}} = 2 n b I T_b \]

where \(T_b\) is the bit duration, and a symbol corresponds to an RS symbol of length \(b\) bits.

Define \(\Delta_i\) as the first (initial) transmission delay or the time taken to transmit a frame if it is received correctly the first time. In this case, after \(\Delta_i\) the data frame is forwarded to the source decoder. On the other hand, define \(\Delta_s\) as the time between the reception of an incorrect frame and the reception of the associated retransmission. As an acknowledgment for the frame can be detected after a round-trip delay \(2T_p + T_a\), these delay times are given by:

\[ \Delta_i = T_f + T_p \]
\[ \Delta_s = \Delta_i + T_p + T_a \]

It follows, that for the type-I hybrid protocol the average transmission delay is:
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5.5.4 Results and discussion

Figure 5.4 shows the protocol error probability of the untruncated protocol versus $E_b/N_0$ for different values of RS interleaving depth $I$. It is shown that interleaving increases the reliability. However, there is a trade-off involving reliability. The cost of high-reliability error-free transmission is that the transmission delay is increased. For applications where

\[ D_t = \Delta_1 + P_d \Delta_r + P_d^2 \Delta_r + \cdots \]

\[ = \Delta_1 + \Delta_r (E[T] - 1) \]  \hspace{1cm} (5.18)

We define the normalized transmission delay as $D_n$ normalized by the first transmission delay $\Delta_1$. This quantity can be seen as the average number of transmissions including the first transmission needed to deliver the error-free estimated frames to the source decoder.
transmitted power and transmission delay are critical, we may reduce the reliability subject to a grade of service requirement. The truncated protocol represents such an approach. Reliability of the truncated protocol is represented in Figure 5.5. Two values for the maximum number of retransmissions are considered: \( L = 1 \) and 3. Curves corresponding to the no-retransmission case are also provided and referred to by \( L = 0 \).

When \( E_b/N_0 \) is high, the channel is in good condition. Thus, the performance of the truncated protocol approaches the performance of the untruncated protocol. This is because in most cases no retransmissions are required when the channel is good. When \( E_b/N_0 \) is low, the performance of the truncated protocol approaches the performance of FEC, providing improved power saving and reduced transmission delay.

In Figure 5.6, we have plotted the throughput performance of the untruncated protocol without RS interleaving and with an outer interleaving depth \( I = 64 \), as well as the analyt-
ical bound on throughput. The computation of the bound is based on bounds provided in Section 5.4.2. It is clear that the throughput of the protocol approaches zero as the channel error rate increases, that is at very low values of $E_b/N_0$.

The effect of RS interleaving depth variation on the performance of the truncated protocol is shown in Figure 5.7 for the throughput and in Figure 5.5 for the protocol error probability. The effect of finite interleaving on the probability of total error of the concatenated scheme was also shown in Figure 5.3. A value of $I = 1$ corresponds to no interleaving.

In regard to the effect of outer interleaving we have the following comments:

- There is a certain degradation in performance resulting from finite interleaving. The curves cross-over at a certain $E_b/N_0$ value. This shows that when the channel is in poor conditions, interleaving makes the problem worse because symbols in errors out of the Viterbi decoder, spread over more frames which means that more frames need to be retransmitted.

- For $E_b/N_0$ values greater than the cross-over point it is impossible for the truncated protocol to achieve the same reliability as the untruncated protocol even if interleaving is used. However, a reasonable amount of interleaving along with one or two retransmissions can achieve reasonable reliability. This is because the extra transmissions in the untruncated protocol are simply wasted if the goal of the system design is to provide reasonable reliability (say $10^{-5}$) instead of error-free performance (say $< 10^{-18}$).

The normalized delay versus $E_b/N_0$ is shown in Figure 5.8 where comparison with the analytical bound is performed. In Figure 5.9, results are provided for different outer interleaving depth. It is shown that interleaving does not significantly decrease the number of retransmissions needed for a frame to be accepted at the receiver. The normalized delay of the truncated protocol is also shown in Figure 5.10.

The average transmission delay in seconds versus $E_b/N_0$ is shown in Figure 5.11. The results clearly show that the transmission delay of the truncated protocol is bounded by the maximum delay due to the limited number of retransmissions. By contrast, the transmission delay for the untruncated protocol (Figure 5.12) can be very long when the channel error rate is high, which occasionally occurs in time-varying fading channels.

Finally, in Figure 5.13 we show the average transmission delay of the truncated protocol as function of the reliability. In order to achieve high communication reliability, the
Fig. 5.8 Average normalized delay of the untruncated protocol: comparison between simulation results and upper theoretical bound.

Fig. 5.9 Average normalized delay of the untruncated protocol as function of RS interleaving depth $I$. 

Fig. 5.10 Average normalized delay of the truncated protocol as function of maximum number of retransmissions $L$ and outer interleaving depth $I$. 

Fig. 5.11 Average transmission delay of the truncated protocol as function of maximum number of retransmissions $L$ and RS interleaving depth $I$. 

untruncated protocol may impose a very long time delay. On the other hand FEC coding provides a limited delay at the expense of a reduced reliability. The truncated protocol with concatenated coding may offer a good mix of ARQ-based protocol and FEC coding. A compromise can be made between the buffer size and the error correction and detection parameters to achieve maximum performance with minimum complexity. Specifically, the truncated protocol can offer better performance than both the untruncated protocol and pure FEC in delay-limited applications. Varying the number of maximum retransmissions and/or correction capability of the RS code can be used to provide the desired QoS requirement, namely high reliability and/or limited delay.
5.5.5 Summary

In order to achieve communication reliability over a noisy channel, various ARQ and hybrid ARQ protocols may require an unbounded time delay. On the other hand, FEC schemes use codes of reasonable length to obtain limited delay at the expense of reduced reliability.

The delay-limited truncated type-I hybrid ARQ is a special case of hybrid ARQ with a limited number of retransmissions. In comparison with FEC, and other hybrid ARQ schemes, the truncated type-I RS/CC hybrid ARQ protocol offers the following advantages:

- Decreased complexity: the scheme completely eliminates the buffer overflow which might occur with unlimited retransmissions.
- Bounded delay: most ARQ and hybrid ARQ protocols result in a long time delay in a noisy environment, while a truncated protocol always has a limited delay.
- Good reliability: using concatenated coding along with a limited number of retransmissions can provide reasonable reliability which in turn depends on both, the allowable SNR and truncation level.

The results discussed in this section suggest that the transmission delay of the untruncated protocol can be greatly reduced by protocol truncation. Specifically, the RS/CC truncated protocol has bounded delay, which is determined by the delay constraint imposed on the coding design. Therefore, the truncated protocol can offer better performance than both the untruncated protocol and pure FEC where a required reliability cannot be achieved. Outer interleaving has been shown to be unnecessary especially due to the fact that the channel is assumed memoryless.

5.6 Protocol performance evaluation in the presence of non-independent errors

5.6.1 Markovian analysis

The performance of the hybrid ARQ scheme in the presence of non-independent errors is based on a quasi-analytical method that uses two-state Markov modeling of the channel behavior in terms of errors at different levels of the link. The simplified Gilbert-Elliott (GE) model is employed. This model is commonly used to model symbol error bursts...
Based on performance evaluation of the Viterbi decoder in terms of symbol error (8-bit symbol) behavior over the correlated channel, a Markov model is used to derive the RS decoder performance. Two main parameters are emphasized in the analysis. These are the level of ARQ truncation and the RS interleaving depth. The evaluation of protocol error probability, throughput and average transmission delay is investigated. Unlike simulation based performance evaluation, the use of Markov modeling is not run-time consuming. Therefore, the investigation of the performance metrics as a function of system parameters, can be easily conducted for a wide range of parameters, and conclusions regarding trade-offs can be derived for delay-constrained transmission.

The analysis based on simplified GE models to describe the error sequences at different levels of the link is summarized as follows: first, a model is used to describe the error sequences at the output of the Viterbi decoder. In this model, one state represents a symbol in error, and the other an error-free symbol. From this model, a second one can be built to model the error sequences at the output of the RS decoder. In this model, one state indicates that a codeword is in error, and the other that the codeword is error-free or correctable by the RS decoder. Finally, a Markov chain that represents the receiver’s decoding status is used to derive the performance criteria of the hybrid protocol.

### 5.6.2 RS decoder performance

For the RS-coded hybrid ARQ, the receiver accepts a received data frame (after RS decoding) when the received codeword is correctly decoded, or decoder error occurs. Then the probability of the retransmission request is given by $P_d$.

The probability of total error $P_t$ is defined as the probability of occurrence of received words with more than $t$ erroneous symbols. Given that $P(m, n)$ is the probability of $m$ symbols in error in an RS codeword of length $n$, $P_t$ is given by

$$P_t = \sum_{m=t+1}^{n} P(m, n)$$

(5.19)

Based on calculation of the probability of total error $P_t$, the probabilities of detected and undetected errors [119] can be written as

$$P_{at} \leq P_t \sum_{i=0}^{t} \binom{n}{i} (e^h - 1)^{i-t}$$

(5.20)
In order to calculate the probability of total error $P_t$, we use a simplified Gilbert-Elliott model (GE) \[113\] to describe the error sequences at the output of the Viterbi decoder. In this model, a good state $G$ represents an $b$-bit error-free symbol and the other bad state $B$ represents a symbol in error. Given that the symbol error rate is $P_s$ and the two-symbol error rate is $P_{2s}$, the transition probability matrix can be written as:

$$
P = \begin{bmatrix}
\beta & 1 - \beta \\
1 - \alpha & \alpha
\end{bmatrix}
$$

(5.22)

where,

$$
\beta = \frac{1 - P_{2s}}{1 - P_s} \quad \text{and} \quad \alpha = 2 - \frac{P_{2s}}{P_s}
$$

(5.23)

The effect of RS symbol interleaving with depth $I$ ($I \geq 1$), implies two consecutive symbols to be separated by $I$ symbols. $I = 1$ corresponds to the case of no RS interleaving. The model now treats the interleaved symbols, and the transition probability matrix becomes

$$
P_I = \begin{bmatrix}
\beta_I & 1 - \beta_I \\
1 - \alpha_I & \alpha_I
\end{bmatrix} = \begin{bmatrix}
1 - P_s(1 - \mu') & 1 - \beta_I \\
1 - \alpha_I & 1 - (1 - P_s)(1 - \mu')
\end{bmatrix}
$$

(5.24)

where $\mu$ denotes the GE channel model memory, that represents the correlation between two consecutive non-interleaved symbols, defined by:

$$
\mu = \alpha + \beta - 1
$$

(5.25)

Because the GE channel model has the channel memory parameter, the effectiveness of the RS interleaving can be evaluated.

Given that $P(m, n) = P_g(m, n) + P_b(m, n)$, the steady state probabilities of being in state $G$ and $B$ are used to calculate $P(m, n)$ using a recursion method, where the initial probabilities are given by $P_g(0, 0) = P_s$, and $P_b(0, 0) = 1 - P_s$. 

$$
P_g(I, n, m) = P_s \cdot P_g(I-1, n, m) + \left[1 - P_s \cdot P_g(I-1, n, m)\right] \cdot P_g(I-1, n-1, m) + P_b(I-1, n, m-1)
$$

(5.26)

$$
P_b(I, n, m) = P_s \cdot P_b(I-1, n, m) + \left[1 - P_s \cdot P_b(I-1, n, m)\right] \cdot P_b(I-1, n-1, m) + P_g(I-1, n, m-1)
$$

(5.27)

with the initial conditions:

$$
P_g(0, 0) = P_s, \quad P_b(0, 0) = 1 - P_s
$$

(5.28)

The steady state probabilities are then given by:

$$
P_g TD = \lim_{I \to \infty} P_g(I, 0, 0)
$$

(5.29)
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\[ P^g(m, n) = P^g(m, n-1) \beta_i + P^g(m, n-1) (1 - \alpha_i) \]

\[ P^b(m, n) = P^b(m-1, n-1) \alpha_i + P^b(m-1, n-1) (1 - \beta_i) \]

(5.26)

\[ P_{\text{error}}(m, n) \] represents the probability of \( m \) errors in \( n \) symbols with the channel ending in state \( G \) or \( B \).

Hence, using Equation 5.26, and the initial probabilities given by \( P^g(0, 0) = P_a \) and \( P^b(0, 0) = 1 - P_a \), we can find the probability of total error \( P_t \).

Now we aggregate the symbol-level model into a codeword model. We write a two-state Markov chain where the codewords are of size \( n \) symbols. In state \( G' \) the codeword has less than \( t \) symbols in error, while in state \( B' \) it has more than \( t \) symbols in error.

By definition, the transition probabilities are defined as:

\[ P_{GB'} \triangleq P(> t \text{ errors in codeword } i | \leq t \text{ errors in codeword } (i-1)) \]

\[ P_{BG'} \triangleq P(> t \text{ errors in codeword } i | > t \text{ errors in codeword } (i-1)) \]

\[ P_{GB} \triangleq P(\leq t \text{ errors in codeword } i | \leq t \text{ errors in codeword } (i-1)) \]

\[ P_{BG} \triangleq P(< t \text{ errors in codeword } i | > t \text{ errors in codeword } (i-1)) \]

(5.27)

Following the analysis in [120], one can derive the transition probabilities of the model.

To this end, using the symbol error model, the probability of \( m \) errors in \( n \) symbols with the channel starting in state \( G \) or \( B \) are needed; these are given by:

\[ P^g(m, n) = P^g(m, n-1) \beta_i + P^g(m, n-1) (1 - \alpha_i) \]

\[ P^b(m, n) = P^b(m-1, n-1) \alpha_i + P^b(m-1, n-1) (1 - \beta_i) \]

(5.28)

with initial probabilities \( P^g(0, 0) = 1 \), and \( P^b(0, 0) = 1 \).

From the definitions of \( P^g(m, n) \) and \( P^b(m, n) \), one can finally get the transition probabilities of the codeword error model:
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$\mathcal{P}_{E|C} = \frac{\sum_{i=1}^{L} \sum_{j=1}^{L} \frac{P(i,n)}{P(j,n)}}{\sum_{i=1}^{L} \sum_{j=1}^{L} P(i,n)}$

\[ P_{B|E} = 1 - (1 - P_{E|C}) \frac{P_{E}}{(1 - P_{E})} \]  \hspace{1cm} (5.29)

\[ P_{G|E} = 1 - P_{E|C} \]

\[ P_{B|G} = 1 - P_{E|C} \]

where $P_{E} = P(\leq t \text{ errors in a codeword})$.

Using the transition probabilities of the codeword level model, the problem now reduces to determining the performance metrics of the protocol, used in evaluating the global system performance.

5.6.3 Reliability, Throughput and Transmission Delay

The metrics that are used to evaluate the performance of the hybrid protocol are the throughput, protocol error probability and average transmission delay. In order to derive these performance metrics, the receiver decoding status is modeled as a two-state Markov chain. State $s$ is the absorbing state, that corresponds to successful decoding with $P_{s} = 1$. If upon the reception of a retransmission the decoder results in an unsuccessful decoding, retransmissions will continue (the Markov chain remains in state $r$, with probability $P_{r}$) until successful decoding occurs, or the maximum number of retransmissions is reached. The transition probability matrix of the model (Eq. 5.30) is basically determined by $P_{r}$.

\[ P = \begin{bmatrix} P_{r} & 1 - P_{r} \\ 0 & 1 \end{bmatrix} \]  \hspace{1cm} (5.30)

Throughput analysis

The average number of transmissions and retransmissions (not exceeding $L$), needed before a data frame is delivered to the user is given by

\[ E[T] = \sum_{l=0}^{L} [1 - P(T \leq l)] \]  \hspace{1cm} (5.31)
Finding the throughput expression reduces to the evaluation of the probability \( P(T \leq t) \). Let \( M \) be the number of frames that can be transmitted during one round-trip delay period. Using, the \( M \)-step transition probability of being in state \( r \), \( M \) time frames after being in state \( r \), \( E[T] \) is obtained as:

\[
E[T] = 1 + P_d \frac{1 - P_r}{1 - P_{tr}}
\]

where,

\[
P_r = P_d + (1 - P_d) (P_{tr} - P_{t2r})^M
\]

The throughput formula follows by simple inversion of \( E[T] \).

Reliability analysis

Reliability of an ARQ scheme is characterized by \( P_{um} \), which is the probability that the receiver delivers a frame with undetected errors. Therefore, the higher the probability of undetected errors \( P_{um} \), the lower the reliability and vice versa. In the case where retransmissions are not truncated, the protocol error probability is simply the product of \( P_{um} \) by the average number of retransmissions. However, as retransmissions are limited to \( L \), one has to treat the last retransmission differently from previous ones in the calculation of the protocol error probability. In fact, at the last retransmission, even if errors are detected, the frame is delivered (even with uncorrectable errors). The protocol error probability is therefore given by:

\[
Pr[E] = P_{um} (1 + P_d \frac{1 - P_r}{1 - P_{tr}}) + P_{um}^{L+1}
\]

where, \( P_{um} \) is given by Equation 5.33.

Delay Analysis

Given that the frame length in bits is \( nb \), and denoting the baud rate by \( R_{baud} \), the frame transmission time including interleaving/deinterleaving delays is given by \( T_f = \frac{nb}{R_{baud}} + D_{in} + D_{out} \). Where, \( D_{out} \) is the delay caused by the outer interleaver/deinterleaver operation with depth \( I \), and \( D_{in} \) the delay caused by inner interleaver and its corresponding
deinterleaver, with degree $J$. Assuming block interleaving is used, the combination of the interleaving/deinterleaving operations have the following property:

- the time delay caused by the outer block interleaver/deinterleaver is $D_{\text{out}} = 2 n b I T_b$, where $T_b$ is the bit duration, and a symbol corresponds to an RS symbol of length $b$ bits.

- the time delay caused by the inner block interleaver/deinterleaver is $D_{\text{in}} = n b J T_b$, where a symbol corresponds to a Walsh symbol.

The interleaving delays could be further reduced if periodic interleaving is used rather than block interleaving.

Delays $\Delta_i$ and $\Delta_r$ are given by

$$\Delta_i = \frac{nb}{I R_{\text{read}}} + T_p + D_{\text{in}} + D_{\text{out}}$$

$$\Delta_r = \Delta_i + T_p + T_b$$

The average transmission delay is given by $5.18$. An acknowledgment of a frame can be detected after a round-trip delay $\Delta_r$. During this period of time, $M = \lfloor \frac{\Delta_r}{T_f} \rfloor$ frames can be transmitted. This value corresponds to the parameter $M$ in Equation (5.33).

5.6.4 Results and discussion

Our focus is on studying the effect of the outer interleaver and ARQ retransmissions on the system performance. As previously mentioned, the inner interleaver depth is kept constant throughout the study. The Walsh symbols are interleaved on a group basis, where a group of symbols corresponds to the frame size. The inner interleaver matrix is of size $32 \times 8$.

The truncated protocol has been simulated for three values of the maximum number of retransmissions ($L = 1, 2, \text{ and } 3$). The untruncated protocol has also been simulated. Results are mainly expressed as a function of $E_b/N_0$. The results can be represented as a function of number of users using an approximating formula to calculate $K$, the number of users in a single cell.

One important practical consideration is how large the outer interleaving depth should be in order to be considered infinite. This idealized assumption may result in excessive memory requirement and delay. Therefore, it is not possible to eliminate the memory
entirely, but only to reduce the burst severity. For investigating the effect of outer interleaving, a wide range of interleaving depth values $I$ has been used. These values range from $I = 1$ corresponding to the case of no interleaving, to $I = RS$ codeword length, that approximates the case of ideal inner interleaving.

When $L = 0$, the system performance corresponds to that of the concatenated scheme. This performance, as a function of the $RS$ interleaving depth $I$, can be seen in Figure 5.14, where the channel memory varies as a result of using different values of $Eb/N0$. The curves show that interleaving improves the performance by decreasing the total error rate $Pt$. Furthermore, it is shown that the $Eb/N0$ required to achieve a desired value of $Pt$ decreases as the interleaving depth $I$ increases. If the purpose is increasing reliability, excessive interleaving has to be used to achieve low values of total error rates, which on another hand will not be sufficient for applications with high reliability requirement.

The hybrid ARQ protocol is capable of increasing reliability. Measured in terms of the protocol error probability, reliability is represented in Figure 5.15, where no limit is set on the number of retransmissions performed. First we note the negative effect of interleaving at very low $Eb/N0$ values, where as expected, interleaving will only cause the errors to be spread over more frames. This effect is also clear on the throughput performance (Figure 5.16). Beyond the point where curves intersect, increasing the interleaving depth shows significant increase in reliability. This increase in reliability is expected to result in degradation in the transmission delay.

Figure 5.17 shows the average transmission delay as a function of $Eb/N0$. It is shown that the untruncated protocol has unbounded delay. The figure shows the average transmission delay. However, on time-varying fading channels, the BER can occasionally be beyond a certain limit which in turn results in requests for more retransmissions. Thus, delay can be very long for certain frames, resulting in intolerable values for delay constrained applications.

For the purpose of comparing simulation results with quasi-analytical ones, we basically consider the case of no interleaving ($I = 1$) and the case referred to as ideal interleaving ($I = 64$). Simulation results are based on delivering 10000 correctly received data frames to the user.

The throughput performance of the untruncated protocol ($L = \infty$), is compared in Figure 5.18. Two degrees of comparison are provided: simulation versus analytical results, and the effect of RS interleaving. Similarly, the reliability performance is provided in Figure
Fig. 5.14 Concatenated scheme performance: probability of total error $P_t$ as function of RS interleaving depth $I$.

Fig. 5.15 Protocol error probability of the untruncated protocol as function of RS interleaving depth $I$.

Fig. 5.16 Untruncated protocol throughput performance as function of RS interleaving depth $I$.

Fig. 5.17 Untruncated protocol delay performance as function of RS interleaving depth $I$. 
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5.19, and the average transmission delay performance is provided in Figure 5.20.

Fixing the number of correctly received frames in the simulations is the reason why we note a difference between simulation and analytical results when the interleaving depth is small. Considering the case when no RS interleaving is performed, simulation and analytical curves intersect. Below the intersection point, the throughput obtained with simulation is a little bit higher than analytical values (Figure 5.18), the protocol error probability is lower (Figure 5.19) and the average transmission delay is also lower (Figure 5.20). Therefore, a higher number of frames needs to be simulated in order for very good estimates of the performance metrics to be obtained via simulation. However, this is one of the motivations in using the Markovian analysis, namely to avoid excessive time consuming simulations.

The Gilbert-Elliott model does not consider the wrap-around effect [87] that might occur when the interleaving depth is small. On the contrary, fixing the interleaver depth value, the model considers that the interleaver ideally separates two adjacent symbols before transmission by \( I - 1 \) symbols after interleaving. Therefore, the model gives optimistic results for low values of interleaving depth in comparison to simulation results.

When the interleaving depth is high, results highly correspond, and the differences between simulation and analytical results are mainly due to the fact that more frames need to be simulated in order to obtain good estimates for the simulation results, and especially that simulation effectively implements the interleaving.

In order to compare simulation and analytical results obtained for the truncated protocol we basically consider the case of no interleaving. In Figures 5.21, 5.22 and 5.23, we respectively show the throughput, reliability, and delay performances of the truncated protocol. Conclusions similar to the comparison provided for the untruncated protocol can be derived. It is important to add that results correspond even better than in the untruncated case. This is due to the fact that truncation is used and hence better estimates are obtained through simulation. We also show the correspondence of results for reliability when the ideal interleaving case is considered (Figure 5.24).

In conclusion, the high correspondence between analytical and simulation results justify why we can rely on the analytical method to evaluate the protocol performance for a wide range of parameters, namely the interleaving depth and maximum number of retransmissions for the truncated protocol.

If the purpose is increasing reliability, degradation in throughput and delay is expected. Figure 5.27 provides a clear look at the effect of interleaving and ARQ truncation on the
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Fig. 5.18 Throughput of the untruncated protocol: comparison between simulation and analytical results.

Fig. 5.19 Protocol error probability of the untruncated protocol: comparison between simulation and analytical results.

Fig. 5.20 Average transmission delay of the untruncated protocol: comparison between simulation and analytical results.
Fig. 5.21 Throughput of the truncated protocol: comparison between simulation and analytical results for the no-interleaving case.

Fig. 5.22 Reliability of the truncated protocol: comparison between simulation and analytical results for the no-interleaving case.

Fig. 5.23 Average transmission delay of the truncated protocol: comparison between simulation and analytical results for the no-interleaving case.

Fig. 5.24 Protocol error probability of the truncated protocol: comparison between simulation and analytical results for the ideal interleaving case.
system reliability. As expected, the reliability of the truncated protocol is bounded by the untruncated one. However, it is impossible to achieve reliability at very low $E_b/N_0$ values. The untruncated protocol is capable of doing so but at the expense of intolerable delays and extremely low throughput as can be seen in Figure 5.25.

Figure 5.25 shows the effect of varying the maximum number of retransmissions on the throughput. It is shown how the minimum value of throughput decreases with increasing $L$. For $L = \infty$, the throughput may approach zero when the channel conditions are very poor.

The effect of interleaving is presented in Figure 5.26. As we have seen in the case of the untruncated protocol, interleaving leads to higher throughput only when the channel is not in very poor condition because in this case, interleaving only causes the errors to be spread over more frames that cannot be corrected by the RS decoder.

To achieve a certain reliability, in other terms a certain protocol error probability, different combinations of the parameters can be selected at the expense of a possible increase
Fig. 5.27 Protocol error probability of the truncated protocol for the different allowed maximum number of retransmissions $L$.

Fig. 5.28 Truncated protocol delay performance for the different allowed maximum number of retransmissions $L$, and two degrees of interleaving depth $I$.

in the required $E_b/N_0$. For example, a protocol error probability of $10^{-4}$ can be achieved at approximately 4 dB using a maximum of two retransmissions and ideal interleaving. In order to achieve this reliability with no interleaving, a value of $E_b/N_0=4.5$ dB is required. The same reliability can also be obtained with no interleaving, with $L = 1$, and using $E_b/N_0$ of a value of approximately 5 dB. Delay degradation follows as can be seen in the delay performance results shown in Figure 5.28.

Hence, for a certain value of $E_b/N_0$, in order to increase reliability, either interleaving should be used or more retransmissions. In general, using more retransmissions decreases the throughput but yields lower delay values. Fixing retransmissions to only one for example, and interleaving to higher degrees, would increase reliability at the expense of additional delay. This degradation is not as severe as for the untruncated protocol since the truncated protocol always results in a bounded delay. However, reasonable capacity can still be achieved with no interleaving while avoiding the memory requirement and the interleaving and deinterleaving delays. Hence, we confine ourselves to the use of no RS interleaving
with limited number of retransmissions.

In summary we show for the no-interleaving case, the average transmission delay as a function of the probability of total error in Figure 5.29, and as function of the protocol error probability in Figure 5.30. These results are similar to showing what will be the system performance if the source decoder relies only on the channel error control. In our work, uncorrected or undetected errors are left to be taken into account by the source decoder. This means that the system reliability we considered here will increase by the error resilient coding tools implemented in the source coding scheme, as will be seen later.

It is important to mention that the use of the truncated protocol is important when no antenna diversity is employed. In fact the channel FER is higher in the case of one receive antenna at the base, and more retransmissions are required. As a consequence, the truncated protocol ensures improved throughput and delay performance at the expense of an expected degradation in reliability.
5.7 Summary

We studied the performance of a hybrid ARQ protocol using concatenated coding in a power-controlled DS-CDMA cellular system. For the purpose of providing reliable transmission, a type-I hybrid ARQ protocol is used in a concatenated Reed-Solomon/Convolutional coding scheme. However, for delay-constrained applications of interest in this work, the protocol is used with a limited number of retransmissions in addition to partial interleaving. In order to investigate the system performance under low-delay requirements, the error control protocol performance was studied as a function of the RS interleaving depth and maximum number of allowed retransmissions. In the case of a highly-correlated quasi-static channel, the analysis is based on Markov modeling to derive performance metrics, taking into consideration interleaving and number of ARQ retransmissions, in the presence of non-independent channel errors. A modest degree of interleaving along with limited number of retransmissions can enhance the system performance without yielding excessive increase in the transmission delay. However, we found that for the quasi-static channel, it is preferable not to use interleaving in order to increase the system capacity while ensuring high throughput, reasonable reliability, and acceptable transmission delay through protocol truncation. In the next chapter, investigation of the performance of the hybrid protocol for transmission of coded images over the fading channels considered, with low-delay and high quality requirements will be addressed.
Chapter 6

Transmission of VB 2D-CELP Coded Images over Noisy Channels

6.1 Error sensitivity analysis

In order to implement coding tools that are resilient to channel errors, an understanding of the ways in which the errors can affect our coding scheme must be gained. However, before describing in detail the effect of channel errors on the VB 2D-CELP compressed bit-stream, we provide a general description of the effects of channel errors on the different coding techniques that are implemented namely, predictive coding, block coding, VQ, and VLC.

The term error propagation is used to describe how errors in an individual codeword can cause incorrect decoding of following codewords. Error propagation can also occur in the spatial domain where an isolated error will affect a spatially localized group of pixels.

6.1.1 Error propagation due to loss of vital information

In most practical image coding schemes, some vital information needs to be transmitted. This typically consists of the image size and details of the coding process like quantizer settings. Generally, this information is included in a header and sent at the beginning of transmission.

Any channel error in this information is often catastrophic and can cause the decoder to completely fail to decode anything meaningful, e.g., if it tries to decode an image of the
wrong size. The only way to combat these effects is to effectively prevent them by using error correction coding with high redundancy and interleaving to cope with burst errors.

In our transmission scheme we suppose that the vital information, namely codebooks and sets of adaptive predictors, is available at the decoder side. The only vital information that is image dependent is the size. However, in order to limit the channel effect on this information, it is inherently included in the coded data. This means that at certain positions of the compressed bit-stream, the width or length of the coded image can be extracted using the block-based coding principle and codeword synchronization.

6.1.2 Error propagation due to incorrect predictions

In predictive coding the value of each coefficient is predicted from previous coefficients. If these previous coefficients are incorrectly decoded then the prediction will also be wrong and thus the errors will propagate to the current and future coefficients.

6.1.3 Error propagation due to loss of codeword synchronization

Many image coding systems use variable length coding strategies where individual codewords are of different lengths. Variable length codes such as Huffman codes are very vulnerable to transmission errors that occur on the wireless channel. Any bit error can lead to desynchronization of the decoder and cause error propagation. In fact, a channel error within a variable length code may cause the decoder to decode the next codeword in the wrong position and thus potentially all following codewords may be affected.

While error-correcting codes can reduce the number of errors, uncorrected errors will still result in decoder desynchronization and error propagation which will worsen the quality of the decoded images. Prevention of error propagation is hence essential in increasing error resilience.

6.1.4 Error propagation due to loss of coefficient synchronization

The loss of codeword synchronization due to errors in VLC schemes is often only temporary and the decoder will usually regain codeword synchronization eventually. However, even when codeword synchronization is regained the decoder is likely to be decoding the wrong coefficient. In our coding scheme this coefficient refers to a certain block with a specific size at a given position. Loss of coefficient synchronization will cause the decoder to reconstruct
an image block with the wrong size, at a wrong position, and the decoder will therefore be in the wrong position for decoding the next codeword.

In general, for block coding methods this coefficient synchronization can be subdivided into two forms. Intra-block synchronization refers to which coefficient within a block is being decoded. In our coding scheme a single codeword is used for a block. The loss of the original codeword used will only cause the loss of the block size used and the information about the predictor selected for the block. Therefore, no intra-block synchronization is suffered at the decoder. On the contrary, Inter-block synchronization that refers to which block is being decoded is of major concern as the effects can be a shift of regions of the pictures giving annoying boundaries between regions with different shifts.

6.1.5 Effect of channel error on variable block-size coding

Variable block-size coding implemented in the VB 2D-CELP coding scheme offers the potential of a better allocation of the number of bits spent per unit area according to the local detail in the image. Using fixed length codes, however, would not be efficient in terms of rate distortion performance or achieving the benefits of variable block-size coding. Therefore, Huffman coding is used in our image coding scheme. In each Huffman code three types of information are multiplexed: block size, prediction filter index, and code-vector index.

In general, when coding schemes that implement Huffman coding are used over channels that suffer from uncorrected errors, several problems will be encountered. As the VB 2D-CELP coding scheme is block based and uses Huffman coding, it suffers from the same or similar problems.

If an error occurs in a series of VLC data, the codeword boundary of coded data will be identified incorrectly by the decoder. Consequently, the decoder decodes subsequent codewords improperly. In fact, all information multiplexed in the codeword will be wrongly identified. Even when codeword synchronization is regained, the image block positional information is corrupted, resulting in the following data to be incorrectly decoded. In fact, the decoder may have an inaccurate sequence of variable block sizes and will decode blocks in the wrong positions. This results in portions of the image to be shifted. This form of error propagation can be limited by use of End of Block (EOB) codes. However, if the largest block size used is still relatively small (say $4 \times 4$), this would yield a loss
in compression performance as EOB codes would be inserted frequently. Instead, a larger block may be considered where several blocks constitute a group of blocks. Typically, a synchronizing codeword is inserted in each boundary between group of blocks. By the nature of the constraints on synchronization codewords, they need to be long and thus to avoid excessive redundancy they can only be used infrequently.

6.2 Resilience to channel errors

6.2.1 Robust predictive coding

In predictive coding it is known that errors can propagate seriously unless the predictor is carefully designed. Figure 6.1 shows the typical feedback loop of a predictive decoder in the presence of channel errors $e_c(m, n)$. In the absence of channel errors, $e_c(m, n)$, $\delta_c(m, n)$ and $\delta_c(m, n)$ will all be zero. If a single error is introduced ($e_c(m, n) = \delta(m, n)$) then this will produce a corresponding error in the output $\delta(m, n)$. This error will also cause the predictor to give false predictions for future coefficients as $\delta_c \neq 0$, and thus affect future outputs $\delta_c$.

For linear predictors, the effect of channel errors can be modeled by considering the impulse response of the corresponding synthesis filter. Since $1/H_k(z_1, z_2)$ is an all-pole recursive filter, it is not guaranteed to be stable in general.

$$\frac{1}{H_k(z_1, z_2)} = \frac{1}{1 - \sum_{p \in F} h_p(z_1, z_2) z_1^{-p} z_2^{-q}} \quad (6.1)$$

A stable decaying impulse response is necessary to avoid error propagation. If predictors with unstable synthesis filters are used, then channel errors will cause catastrophic propagation while predictors with stable synthesis filters will cause the propagation of channel
errors to decay to zero.

The synthesis filters corresponding to multi-dimensional predictors are generally more stable than the filters corresponding to one-dimensional predictors. This is particularly true for the two-dimensional predictors implemented in our coding scheme. As an example, the impulse response of each of the synthesis filter is given for one block size. Figures 6.2-6.6 refer to predictors corresponding to a $4 \times 4$ block-size. It is shown that the impulse response of the synthesis filters decays quickly.

6.2.2 Data frame structure

As an ARQ frame based protocol is used and because of the previously detailed problems of VLCs, we consider the bit-stream as a sequence of data frames of fixed size rather than a sequence of bits. When a frame is not acknowledged by the ARQ protocol after the maximum number of retransmissions is reached, the data frame is considered to be unavailable. This allows us to avoid decoding a data frame in error and thus avoid error propagation and shifting in the decoded data. This way, erroneous frames need only be spatially situated and concealed.

Recall that the VB 2D-CELP system uses variable block size coding where the image to be coded is partitioned into base blocks of size equal to the largest block size considered. Each base block can be further subdivided into sub-blocks. The image can further be partitioned into a number of large blocks referred to as slices. Slices consist of a fixed number of base blocks arranged horizontally from the left hand side to the right hand side of the image. A number of base blocks grouped together is what we refer to as Group of Blocks (GOB). A GOB may contain blocks belonging to more than one slice, but it is possible to consider GOBs and slices of equal sizes.

A synchronizing code followed by the GOB position is inserted at the beginning of each GOB. Each GOB is detected at the source decoder using this synchronizing code. However, inside the GOB, variable block size coding with variable length codes is used. In this way, the effect of transmission errors can be restricted to the GOB where transmission errors occur.

The data frame is of fixed size. However, since variable block size coding is implemented using VLC, to each data frame there is a corresponding shape in the image that varies according to the image context. This is illustrated in Figure 6.7 where the original image
Fig. 6.2 Impulse response of synthesis filter corresponding to predictor $H_1^{(0)}$.

Fig. 6.3 Impulse response of synthesis filter corresponding to predictor $H_2^{(0)}$.

Fig. 6.4 Impulse response of synthesis filter corresponding to predictor $H_3^{(0)}$.

Fig. 6.5 Impulse response of synthesis filter corresponding to predictor $H_4^{(0)}$.

Fig. 6.6 Impulse response of synthesis filter corresponding to predictor $H_5^{(0)}$. 
is partitioned into slices. For simplicity, a GOB is of the same size as a slice. The image is further partitioned into blocks relating to the corresponding data frames. These blocks are the result of organizing the coded bits into data frames of fixed length that constitute the bit-stream.

Organizing the bit-stream into frames necessitates special arrangement in order to avoid the situation where a codeword belongs to two adjacent frames. Therefore, during the coding process, before sending a codeword to the bit-stream the number of bits in the current frame is counted. As soon as a codeword is found to go beyond the current frame and fall on the boundary of two adjacent frames, padding bits are used in order to complete the data frame and the codeword is written into the next frame. In Figure 6.7, the current frame is referred to as data frame “n” and the codeword corresponding to the last 2 × 2 block in the current frame is written in frame “n+1”.

At the decoder side, whenever the decoder fails to get the last codeword in a frame, it knows that the frame has rejected the codeword and that the code is to be read from the
next frame. In this way, we ensure codeword synchronization for all frames, which means that each frame starts with a complete codeword and is independent of the previous one.

As expected, padding yields an increase in the source bit rate. This increase is directly related to the data frame size used. Therefore, reasonable data frame length should be considered in order for this increase to be insignificant.

One important issue that needs to be considered is synchronization after an error or string of errors has resulted in the loss of synchronization in the decoder. Since 2D prediction is used, even momentary loss of synchronization between the encoder and decoder can have disastrous effects on the decoded image. Therefore, when the compressed image bit-stream is being transmitted over an unreliable channel, it is extremely important that the decoder have the ability to quickly resynchronize. This ability to quickly resynchronize or to localize the errors is equally important to the effectiveness of other error resilient tools, such as error concealment.

Based on this observation, our simulations are based on the assumption that a slice is of the same size as a GOB. Therefore, the GOB width corresponds to the image width and its height is equal to the base block height.

6.2.3 Decoder error detection

Assume that two possible block sizes are used (say 4 × 4 and 2 × 2); a 4 × 4 block is either coded as a single block or subdivided into four 2 × 2 blocks. Therefore, the coding scheme has certain constraining conditions. For example, if an image block is subdivided, four codewords derived from the 2 × 2 sub-codebook have to be detected in sequence. Therefore, if coded data contains an error, the decoding becomes inconsistent. These inconsistencies can be used for error detection and concealment. Our simulation of error detection at the decoder utilizes the following redundancies resulting from the constrained source coding conditions:

- A series of coded data other than VLC words, or a prohibited codeword appears.
- Codewords from the 2 × 2 sub-codebook do not come in series of four codewords.
- The number of blocks in a GOB exceeds the determined number.

In the decoding process of VLCs, the whole GOB data is discarded when one of the synchronization codes at the beginning or the end of a GOB is lost. The GOB is treated
as uncoded and concealment is performed on it. Incorrectly decoded data are substituted for lost data. When detected, they are omitted (set to 0) on the basis that missing data when concealed is much less visible than false data.

### 6.2.4 Decoder error concealment

In order to mitigate the effect of erroneously received blocks on the two-dimensional prediction used for the neighboring image blocks, we propose to use only the image blocks that are reconstructed in predicting a block under decoding process. In this way, the effect of errors does not propagate through the image.

Once the decoder restricts the area of what is supposedly unavailable data, error concealment is employed to minimize the effect of undecoded data on the decoded neighboring blocks. This is accomplished by using the correctly decoded data effectively. This concealment is necessary as 2D prediction is used and allows us to minimize visual distortion when errors occur within a GOB.

In order for the unavailable data which we refer to as uncoded to be effectively replaced by areas of previously decoded image blocks two approaches are considered.

- **GOB concealment**: once the GOB in error is spatially delimited, it is replaced by the same area of the previously decoded slice.

- **Line concealment**: this approach consists of substituting the GOB with duplicates of the last line in the last correctly decoded slice.

The Line concealment approach is motivated by the fact that in the case of consecutive frame losses, a large area of the image blocks can be considered as unavailable and replacing it by blocks of spatially distant slice blocks can be very apparent when looking at the decoded images.

### 6.2.5 Backward and Forward decoding

In the previous decoding process of VLCs, the whole GOB data is discarded when one of the synchronization codes at the beginning or the end of a GOB is lost. This approach is sub-optimal in the sense that some data frames inside the GOB may be correctly received but discarded as they cannot be spatially located due to the variable block-size coding.
In this section we propose to increase the decoding performance based on the use of synchronizing codes. In the method proposed, if a data frame is not acknowledged at the channel decoder, the source decoder discards that data frame but not all of the remaining data in the GOB under decoding process when this data is contained in a correctly received frame. This is accomplished by recovering the variable block sizes, going backward in the bit-stream and initiating the VLC decoding at the right position.

Taking benefit from the use of synchronizing codes, if an error is detected during the decoding process, decoding is immediately interrupted and the next synchronization code is sought. Once the next synchronization code is located, the decoding process is resumed starting from the first correctly received frame in the sequence of correctly received bits preceding the synchronization code. However, only the block sizes are extracted. Using the position indicated by the synchronization code, the decoder now knows where to place the blocks and the image blocks are reconstructed. This is referred to as Backward Decoding (BD). The GOB decoding process is carried out as follows:

1. If some error is detected during forward decoding process, the decoding is stopped, and the next synchronization code is searched prior to backward decoding.

2. During forward and backward decoding, errors can be detected in the following cases.
Under these error conditions in the bit-stream, the decoder should resynchronize at the next suitable resynchronization point in the bit-stream and missing blocks should be concealed.

An example that illustrates the decoding process is given in Figure 6.8. Image slices are now represented by their corresponding coded data frames. When the synchronization code is correctly decoded, recovery of the coded data is possible through backward decoding. However, when the synchronization codes at the beginning and the end of a slice are lost, all the data between them is discarded as it is impossible to properly position the correctly received blocks in between. In the figure, data frames representing this case are referred to as "synchronization failure" indicating the reason for the loss of this data. An image example is also given in Figure 6.9. Finally, a simplified flowchart of the error detection and concealment algorithm is given in Figure 6.10.
6.3 Results of transmission of coded images

In this section, we present simulation results of transmission of the VB 2D-CELP compressed bit-stream over the communication channels under consideration with truncated type-I hybrid ARQ protocol. The case of an independent channel is considered first, followed by the highly correlated Rayleigh fading channel.

Figure 6.11 illustrates the block diagram of the simulation system which is partitioned into different blocks based on their functionalities. These blocks have been detailed in the previous chapters.

The 8 bpp image "lena" of size 512 x 512 is used in the experiments (Figure 6.12). The
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VB 2D-CELP compressed bit-stream is obtained using two possible coding block sizes, 4 × 4 and 2 × 2. On a noiseless channel, the image is coded at 0.567 bpp with a PSNR of 34.88 dB (Figure 6.13). The start of GOB codeword used corresponds to the longest Huffman codeword in order to avoid mismatch with any codeword used for the image blocks (4 × 4) or sub-blocks (2 × 2). This results in an overhead of 0.01 bpp, including the padding bits, yielding an overall source bit rate of 0.577 bpp. This result provides an upper bound on the system PSNR over noisy channels, as no additional overhead is introduced by the error resilient tools implemented.

6.3.1 The limiting case of the memoryless channel

The uplink transmission model, where the channel is memoryless, is used to transmit the coded image bit-stream. A number of data frames corresponding to the transmission of 25 images is simulated. Simulation was done for channel SNRs ranging between 1 dB and 7 dB, and no RS interleaving is used.

Following the experiments done in Chapter 5, the truncated protocol has been simulated for four values of maximum number of retransmissions (L = 0, 1, 2, and 3). The untruncated protocol has also been simulated.

Error detection and concealment: a comparative study

In order to analyze the performance of the different error resilient tools, the case of no retransmissions is considered (L = 0). In this case, the system performance corresponds to
Image transmission performance is measured in terms of mean PSNR (Mean-PSNR), minimum PSNR (Min-PSNR), and maximum PSNR (Max-PSNR) in dB measured over the 25 transmitted images.

Transmission of the original VB 2D-CELP coded image bit-stream over the noisy channel suffers from error propagation due to the use of variable length codes that severely corrupts the decoded images. As the data frames that are not acknowledged are considered to be unavailable to the source decoder, the results we provide with no concealment may be interpreted as a lower bound on the system performance. Better results in terms of PSNR could be obtained if the data frames received in error are still decoded. However, we found that concealing the non acknowledged frames provides better results when looking at the quality of the reconstructed images.

In order to investigate the performance of the different concealment tools implemented, results are first given when no backward decoding is implemented. Analysis of the coding results in terms of Min-PSNR, Max-PSNR, and Mean-PSNR reveal the substantial improvement of the GOB concealment (Table 6.2) over the case of no concealment (Table
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6.1. The difference between Line concealment (Table 6.3), and GOB concealment (Table 6.2), even if it is not clear in terms of PSNR values, is subjectively significant as will be seen later when displaying decoded images.

The use of backward decoding also provides improvements over the results provided by forward decoding only of the VLCs. This can be seen in Table 6.4 where no concealment is performed, Table 6.5 corresponding to GOB concealment, and Table 6.6 where Line concealment is used.

As can be seen in the tables, comparison between the different error detection and concealment tools considered is not evident at low values of $E_b/N_0$. This is due to the fact that in these conditions, no retransmissions are allowed. Therefore, at low $E_b/N_0$ values the FER is very high. Hence, no matter how effective is the concealment technique, no substantial improvement can be obtained. This can be observed when analyzing the coding results corresponding to the case of one retransmission allowed over the initial transmission (Table 6.7 - Table 6.12). It is evident that for a greater number of retransmissions, the FER is lower and hence the number of frames in error in a decoded image is lower and concealment on it would likely improve the decoding results.

Table 6.1 PSNR performance results for "lena" in the presence of channel errors: without Backward Decoding, no concealment, $L = 0$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.67</td>
<td>5.67</td>
<td>5.67</td>
</tr>
<tr>
<td>1.5</td>
<td>5.69</td>
<td>5.67</td>
<td>5.68</td>
</tr>
<tr>
<td>2.0</td>
<td>5.74</td>
<td>5.69</td>
<td>5.71</td>
</tr>
<tr>
<td>2.2</td>
<td>5.87</td>
<td>5.72</td>
<td>5.75</td>
</tr>
<tr>
<td>2.4</td>
<td>5.97</td>
<td>5.76</td>
<td>5.84</td>
</tr>
<tr>
<td>2.5</td>
<td>6.04</td>
<td>5.81</td>
<td>5.91</td>
</tr>
<tr>
<td>2.6</td>
<td>6.22</td>
<td>5.87</td>
<td>6.00</td>
</tr>
<tr>
<td>2.8</td>
<td>6.64</td>
<td>6.06</td>
<td>6.29</td>
</tr>
<tr>
<td>3.0</td>
<td>7.71</td>
<td>6.50</td>
<td>6.88</td>
</tr>
<tr>
<td>3.5</td>
<td>16.90</td>
<td>9.65</td>
<td>12.05</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>12.04</td>
<td>30.59</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>

In order to examine the performance on the reconstructed images we consider the trans-
### Table 6.2 PSNR performance results for "lena" in the presence of channel errors: without Backward Decoding, GOB concealment, $L = 0.$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.71</td>
<td>5.67</td>
<td>5.68</td>
</tr>
<tr>
<td>1.5</td>
<td>8.12</td>
<td>5.69</td>
<td>6.08</td>
</tr>
<tr>
<td>2.0</td>
<td>14.18</td>
<td>6.14</td>
<td>7.23</td>
</tr>
<tr>
<td>2.2</td>
<td>14.39</td>
<td>6.72</td>
<td>8.34</td>
</tr>
<tr>
<td>2.5</td>
<td>14.79</td>
<td>7.58</td>
<td>10.61</td>
</tr>
<tr>
<td>2.6</td>
<td>15.96</td>
<td>8.18</td>
<td>11.76</td>
</tr>
<tr>
<td>2.8</td>
<td>18.06</td>
<td>9.76</td>
<td>14.33</td>
</tr>
<tr>
<td>3.0</td>
<td>20.35</td>
<td>11.08</td>
<td>17.38</td>
</tr>
<tr>
<td>3.5</td>
<td>32.59</td>
<td>20.56</td>
<td>26.45</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>28.96</td>
<td>34.11</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>

### Table 6.3 PSNR performance results for "lena" in the presence of channel errors: without Backward Decoding, Line concealment, $L = 0.$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.74</td>
<td>5.69</td>
<td>5.70</td>
</tr>
<tr>
<td>1.5</td>
<td>8.13</td>
<td>5.71</td>
<td>6.11</td>
</tr>
<tr>
<td>2.0</td>
<td>14.22</td>
<td>6.24</td>
<td>7.39</td>
</tr>
<tr>
<td>2.2</td>
<td>14.50</td>
<td>6.81</td>
<td>8.40</td>
</tr>
<tr>
<td>2.5</td>
<td>14.89</td>
<td>7.62</td>
<td>10.66</td>
</tr>
<tr>
<td>2.6</td>
<td>15.76</td>
<td>8.22</td>
<td>11.55</td>
</tr>
<tr>
<td>2.8</td>
<td>16.11</td>
<td>8.87</td>
<td>12.36</td>
</tr>
<tr>
<td>3.0</td>
<td>18.22</td>
<td>9.81</td>
<td>14.43</td>
</tr>
<tr>
<td>3.5</td>
<td>20.47</td>
<td>11.11</td>
<td>17.48</td>
</tr>
<tr>
<td>4.0</td>
<td>32.64</td>
<td>21.00</td>
<td>26.57</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>29.07</td>
<td>34.13</td>
</tr>
<tr>
<td>5.0</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>
Table 6.4 PSNR performance results for “lena” in the presence of channel errors: with Backward Decoding, no concealment, $L = 0$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.67</td>
<td>5.67</td>
<td>5.67</td>
</tr>
<tr>
<td>1.5</td>
<td>5.70</td>
<td>5.67</td>
<td>5.68</td>
</tr>
<tr>
<td>2.0</td>
<td>5.78</td>
<td>5.71</td>
<td>5.74</td>
</tr>
<tr>
<td>2.2</td>
<td>5.95</td>
<td>5.80</td>
<td>5.83</td>
</tr>
<tr>
<td>2.4</td>
<td>6.13</td>
<td>5.90</td>
<td>6.01</td>
</tr>
<tr>
<td>2.5</td>
<td>6.30</td>
<td>6.03</td>
<td>6.15</td>
</tr>
<tr>
<td>2.6</td>
<td>6.60</td>
<td>6.16</td>
<td>6.31</td>
</tr>
<tr>
<td>2.8</td>
<td>7.16</td>
<td>6.53</td>
<td>6.86</td>
</tr>
<tr>
<td>3.0</td>
<td>9.41</td>
<td>7.32</td>
<td>7.91</td>
</tr>
<tr>
<td>3.5</td>
<td>12.56</td>
<td>11.07</td>
<td>11.27</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>33.49</td>
<td>33.33</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>

Table 6.5 PSNR performance results for “lena” in the presence of channel errors: with Backward Decoding, GOB concealment, $L = 0$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.74</td>
<td>5.67</td>
<td>5.70</td>
</tr>
<tr>
<td>1.5</td>
<td>8.45</td>
<td>5.74</td>
<td>6.55</td>
</tr>
<tr>
<td>2.0</td>
<td>13.92</td>
<td>6.70</td>
<td>8.53</td>
</tr>
<tr>
<td>2.2</td>
<td>14.64</td>
<td>7.93</td>
<td>10.09</td>
</tr>
<tr>
<td>2.4</td>
<td>15.75</td>
<td>8.82</td>
<td>12.51</td>
</tr>
<tr>
<td>2.5</td>
<td>17.21</td>
<td>9.69</td>
<td>13.74</td>
</tr>
<tr>
<td>2.6</td>
<td>18.07</td>
<td>10.33</td>
<td>14.51</td>
</tr>
<tr>
<td>2.8</td>
<td>21.59</td>
<td>12.89</td>
<td>17.14</td>
</tr>
<tr>
<td>3.0</td>
<td>26.99</td>
<td>13.68</td>
<td>21.08</td>
</tr>
<tr>
<td>3.5</td>
<td>35.78</td>
<td>24.06</td>
<td>30.69</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>31.10</td>
<td>34.48</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>
Table 6.6  PSNR performance results for "lena" in the presence of channel errors: with Backward Decoding, Line concealment, $L=0$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>6.77</td>
<td>5.69</td>
<td>5.72</td>
</tr>
<tr>
<td>1.5</td>
<td>5.85</td>
<td>5.77</td>
<td>6.59</td>
</tr>
<tr>
<td>2.0</td>
<td>13.95</td>
<td>6.76</td>
<td>8.59</td>
</tr>
<tr>
<td>2.2</td>
<td>14.80</td>
<td>8.02</td>
<td>10.16</td>
</tr>
<tr>
<td>2.4</td>
<td>15.91</td>
<td>8.89</td>
<td>12.59</td>
</tr>
<tr>
<td>2.5</td>
<td>17.38</td>
<td>9.74</td>
<td>13.86</td>
</tr>
<tr>
<td>2.6</td>
<td>18.26</td>
<td>10.41</td>
<td>14.62</td>
</tr>
<tr>
<td>2.8</td>
<td>21.84</td>
<td>12.94</td>
<td>17.29</td>
</tr>
<tr>
<td>3.0</td>
<td>27.15</td>
<td>13.71</td>
<td>21.25</td>
</tr>
<tr>
<td>3.5</td>
<td>33.81</td>
<td>24.10</td>
<td>30.74</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>31.31</td>
<td>34.50</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>

Table 6.7  PSNR performance results for "lena" in the presence of channel errors: without Backward Decoding, no concealment, $L=1$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.67</td>
<td>5.67</td>
<td>5.67</td>
</tr>
<tr>
<td>1.5</td>
<td>5.74</td>
<td>5.67</td>
<td>5.68</td>
</tr>
<tr>
<td>2.0</td>
<td>5.92</td>
<td>5.72</td>
<td>5.78</td>
</tr>
<tr>
<td>2.2</td>
<td>6.08</td>
<td>5.84</td>
<td>5.94</td>
</tr>
<tr>
<td>2.4</td>
<td>6.63</td>
<td>6.10</td>
<td>6.32</td>
</tr>
<tr>
<td>2.5</td>
<td>7.12</td>
<td>6.36</td>
<td>6.61</td>
</tr>
<tr>
<td>2.6</td>
<td>7.71</td>
<td>6.74</td>
<td>7.12</td>
</tr>
<tr>
<td>2.8</td>
<td>12.82</td>
<td>7.34</td>
<td>8.96</td>
</tr>
<tr>
<td>3.0</td>
<td>34.88</td>
<td>10.90</td>
<td>17.98</td>
</tr>
<tr>
<td>3.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>
Table 6.8 PSNR performance results for “lena” in the presence of channel errors: without Backward Decoding, GOB concealment, \( L = 1 \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.73</td>
<td>5.67</td>
<td>5.68</td>
</tr>
<tr>
<td>1.5</td>
<td>13.91</td>
<td>5.74</td>
<td>6.61</td>
</tr>
<tr>
<td>2.0</td>
<td>14.74</td>
<td>7.11</td>
<td>9.87</td>
</tr>
<tr>
<td>2.2</td>
<td>16.71</td>
<td>8.44</td>
<td>12.20</td>
</tr>
<tr>
<td>2.4</td>
<td>17.91</td>
<td>9.66</td>
<td>14.53</td>
</tr>
<tr>
<td>2.5</td>
<td>19.16</td>
<td>10.55</td>
<td>16.29</td>
</tr>
<tr>
<td>2.6</td>
<td>21.22</td>
<td>11.65</td>
<td>18.43</td>
</tr>
<tr>
<td>2.8</td>
<td>27.01</td>
<td>19.34</td>
<td>23.08</td>
</tr>
<tr>
<td>3.0</td>
<td>34.88</td>
<td>22.16</td>
<td>29.83</td>
</tr>
<tr>
<td>3.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>

Table 6.9 PSNR performance results for “lena” in the presence of channel errors: without Backward Decoding, Line concealment, \( L = 1 \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.75</td>
<td>5.69</td>
<td>5.70</td>
</tr>
<tr>
<td>1.5</td>
<td>13.90</td>
<td>5.76</td>
<td>6.65</td>
</tr>
<tr>
<td>2.0</td>
<td>14.82</td>
<td>7.17</td>
<td>9.54</td>
</tr>
<tr>
<td>2.2</td>
<td>15.87</td>
<td>8.49</td>
<td>12.29</td>
</tr>
<tr>
<td>2.4</td>
<td>18.06</td>
<td>9.70</td>
<td>14.66</td>
</tr>
<tr>
<td>2.5</td>
<td>19.29</td>
<td>10.59</td>
<td>15.36</td>
</tr>
<tr>
<td>2.6</td>
<td>21.38</td>
<td>11.67</td>
<td>18.53</td>
</tr>
<tr>
<td>2.8</td>
<td>27.19</td>
<td>19.43</td>
<td>23.21</td>
</tr>
<tr>
<td>3.0</td>
<td>34.88</td>
<td>22.20</td>
<td>29.91</td>
</tr>
<tr>
<td>3.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>
Table 6.10  PSNR performance results for "lena" in the presence of channel errors: with Backward Decoding, no concealment, $L = 1$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.67</td>
<td>5.67</td>
<td>5.67</td>
</tr>
<tr>
<td>1.5</td>
<td>5.75</td>
<td>5.68</td>
<td>5.69</td>
</tr>
<tr>
<td>2.0</td>
<td>6.03</td>
<td>5.81</td>
<td>5.89</td>
</tr>
<tr>
<td>2.2</td>
<td>6.50</td>
<td>6.07</td>
<td>6.20</td>
</tr>
<tr>
<td>2.4</td>
<td>7.40</td>
<td>6.53</td>
<td>6.89</td>
</tr>
<tr>
<td>2.6</td>
<td>8.23</td>
<td>6.86</td>
<td>7.48</td>
</tr>
<tr>
<td>2.8</td>
<td>9.24</td>
<td>7.53</td>
<td>8.36</td>
</tr>
<tr>
<td>3.0</td>
<td>14.78</td>
<td>9.05</td>
<td>11.22</td>
</tr>
<tr>
<td>3.5</td>
<td>34.88</td>
<td>13.40</td>
<td>20.94</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>

Table 6.11  PSNR performance results for "lena" in the presence of channel errors: with Backward Decoding, GOB concealment, $L = 1$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.81</td>
<td>5.67</td>
<td>5.70</td>
</tr>
<tr>
<td>1.5</td>
<td>13.84</td>
<td>5.92</td>
<td>7.17</td>
</tr>
<tr>
<td>2.0</td>
<td>15.31</td>
<td>8.74</td>
<td>11.48</td>
</tr>
<tr>
<td>2.2</td>
<td>17.40</td>
<td>10.18</td>
<td>14.28</td>
</tr>
<tr>
<td>2.4</td>
<td>20.32</td>
<td>12.50</td>
<td>17.27</td>
</tr>
<tr>
<td>2.5</td>
<td>24.47</td>
<td>11.70</td>
<td>19.23</td>
</tr>
<tr>
<td>2.6</td>
<td>27.59</td>
<td>14.52</td>
<td>22.09</td>
</tr>
<tr>
<td>2.8</td>
<td>31.55</td>
<td>21.38</td>
<td>27.48</td>
</tr>
<tr>
<td>3.0</td>
<td>34.88</td>
<td>26.99</td>
<td>31.84</td>
</tr>
<tr>
<td>3.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.0</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
<tr>
<td>4.5</td>
<td>34.88</td>
<td>34.88</td>
<td>34.88</td>
</tr>
</tbody>
</table>
mission conditions that correspond to $E_b/N_0 = 3$ dB. With no retransmissions, a FER of value $7.44 \times 10^{-2}$ is obtained. This FER corresponds to the probability of total error at the input of the RS decoder. This choice is motivated by the fact the use of ARQ affects the protocol error probability. Therefore, in order to keep the same comparison conditions with or without ARQ, the FER at the input of the RS decoder is considered. Hence, we show reconstructed images corresponding to Min-PSNR and Max-PSNR obtained at $E_b/N_0 = 3$ dB.

Figure 6.14 represents the best case, that is the best decoded image over the 25 transmitted images, that can be obtained when backward decoding is used but with no concealment. At these conditions, where no retransmission is allowed, the best image has a PSNR value of $\text{Max-PSNR} = 9.41$ dB. As can be seen in Figure 6.15, the simple use of GOB concealment significantly improves the image quality yielding to $\text{Max-PSNR} = 26.99$ dB. When Line concealment is performed the value of $\text{Max-PSNR}$ obtained is $27.15$ dB. No significant improvement is noted over GOB concealment in terms of PSNR. However, a closer look at the decoded image with Line concealment (Figure 6.16) shows better results in terms of subjective quality as compared to the decoded image in Figure 6.15.

The use of backward decoding significantly improves the quality of decoded images.
Fig. 6.14 Best reconstructed image at $E_b/N_0 = 3$ dB with $L = 0$, using backward decoding and no concealment: Max-PSNR=9.41 dB.

Fig. 6.15 Best reconstructed image at $E_b/N_0 = 3$ dB with $L = 0$, using backward decoding and GOB concealment: Max-PSNR=26.99 dB.

Fig. 6.16 Best reconstructed image at $E_b/N_0 = 3$ dB with $L = 0$, with backward decoding and Line concealment: Max-PSNR=27.15 dB.

Fig. 6.17 Best reconstructed image at $E_b/N_0 = 3$ dB with $L = 0$, with no backward decoding and using Line concealment: Max-PSNR=20.47 dB.
Using Line concealment but only forward decoding results in a Maximum PSNR of value Max-PSNR = 20.47 dB. The corresponding image is shown in Figure 6.17 which is far from satisfactory compared to the image in Figure 6.16.

As previously mentioned, the use of ARQ significantly reduces the data FER, that is the frame error rate at the output of the RS decoder. Allowing only one retransmission improves the results considerably as can be seen from the decoded images corresponding to $E_b/N_0 = 3$ dB with $L = 1$. Figure 6.18 shows the worst image that can be obtained at these conditions with no backward decoding or concealment. With backward decoding and also no concealment, the worst reconstructed image is represented in Figure 6.19. The use of GOB concealment yields a minimum PSNR of value Min-PSNR = 26.99 dB. The corresponding image is shown in Figure 6.20. With Line concealment, the Min-PSNR is equal to 27.13 dB but subjectively speaking the quality of reconstructed image (Figure 6.21) is better than the one obtained with GOB concealment.

With only one ARQ retransmission used, the system performance has been shown to significantly improve over the use of FEC only. It is also important to mention that in this case, the average quality of the reconstructed images in our simulations is closer to the image corresponding to Max-PSNR rather than Min-PSNR.

Finally, in order to show the performance of Line concealment over no concealment, we show in Figure 6.22 a graph of Mean PSNR against $E_b/N_0$ for three values of retransmissions ($L = 0, 1$ and $3$), using backward decoding (denoted in the figures by BD). Using Line concealment and these three values of maximum retransmissions, the benefit of backward decoding is shown in the graph of Figure 6.23. Similar results are provided in the graph in Figure 6.24 showing Mean PSNR values against the FER at the input of the RS decoder.
Fig. 6.18 Worst reconstructed image at $E_b/N_0 = 3$ dB with $L = 1$, with no backward decoding and no concealment: Min-PSNR=10.90 dB.

Fig. 6.19 Worst reconstructed image at $E_b/N_0 = 3$ dB with $L = 1$, using backward decoding and no concealment: Min-PSNR=13.40 dB.

Fig. 6.20 Worst reconstructed image at $E_b/N_0 = 3$ dB with $L = 1$, using backward decoding and GOB concealment: Min-PSNR=26.99 dB.

Fig. 6.21 Worst reconstructed image at $E_b/N_0 = 3$ dB with $L = 1$, using backward decoding and Line concealment: Min-PSNR=27.13 dB.
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Fig. 6.22 Mean PSNR performance as function of $E_b/N_0$ for "lena": comparison between Line concealment and no concealment using BD for $L = 0, 1$ and $3$.

Fig. 6.23 Mean PSNR performance as function of $E_b/N_0$ for "lena": comparison between BD and forward decoding only, using Line concealment for $L = 0, 1$ and $3$.

Fig. 6.24 Image "lena" Mean PSNR performance as function of FER: comparison between BD and forward decoding only, using Line concealment for $L = 0, 1$ and $3$. 
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6.3.2 A quasi-static highly correlated channel

As in the case of the memoryless channel, the uplink transmission model is used to transmit the coded image bit-stream over the quasi-static highly correlated channel under consideration. A number of data frames corresponding to the transmission of 25 images has been simulated for different values of RS interleaving depth $I$ and maximum number of retransmissions $L$.

For the slow fading channel considered herein (slow fading since the Doppler frequency is about 2 Hz), the errors tend to be bursty. Also the error bursts tend to be long. For this channel, the bit error rate in an erroneous data frame is much higher than the time-averaged channel BER. As previously seen, the retransmission based protocol yields high performance since the number of required retransmissions before truncation is minimal.
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Fig. 6.27 Effect of RS interleaving depth \( I \) on the Mean PSNR performance for "lena".

Fig. 6.28 Effect of RS interleaving depth \( I \) on the Minimum PSNR performance for "lena".

Fig. 6.29 Image "lena" Mean PSNR performance as function of FER for a correlated channel, using backward decoding and Line concealment: influence of \( L \) and \( I \).
We first consider the case without RS interleaving. Figure 6.25 shows the performance of the decoder implementing backward decoding and Line concealment over the scheme using BD but without concealment. The Line concealment has been adopted based on the analysis of its performance compared to GOB concealment method. A comparative study led us to the same conclusions derived in the analysis accomplished for the memoryless channel. We therefore provide results based on Line concealment only.

Figure 6.26 shows how the measured PSNR varies with the FER and the maximum number of allowed retransmissions. It is observed that the retransmission based protocol yields high PSNR performance as the number of required retransmissions is minimal. In fact, the impact of retransmitting incorrectly received frames is only seen up to a FER value of $1.3 \times 10^{-2}$. Moreover, it is noted that only one retransmission is capable of providing the same PSNR performance (in terms of Mean-PSNR) obtained with FEC only but at a FER of $10^{-1}$ instead of $10^{-2}$.

For the purpose of investigating the influence of outer interleaving, we provide results based on variation of the RS interleaving depth $I$. However, in order to avoid mismatch with other parameter variation namely the number of retransmission $L$ we consider the case of no retransmission ($L = 0$). Figure 6.27 shows Mean PSNR variation as a function of the FER for different values of $I$. Recall that a value of $I = 1$ indicates the case of no interleaving. Analysis of this graph indicates that in terms of Mean PSNR there is no substantial improvement through the use of interleaving to justify the following increase in delay. This is attributed to the error resilient tools implemented.

A more detailed investigation of the effect of interleaving can be obtained by analyzing the PSNR performance in terms of Minimum PSNR rather than Mean PSNR. Figure 6.28 shows the Min-PSNR over the 25 transmitted images for the range of FER of interest herein. The figure shows that when the FER is high, which corresponds to very low $E_b/N_0$ values, the outer interleaver is not capable of breaking up the error bursts but only spreads errors in an erroneous frame over a large number of frames. For FER values higher than about $5 \times 10^{-2}$, we start seeing the effect of interleaving. At a certain point, no interleaving leads to the worst Minimum PSNR. If interleaving is used, it starts spreading the errors and if spreading is within the error correction capability of the RS decoder, interleaving yields improvement. However, on the average, interleaving can only increase the Min-PSNR by a few dB (2 dB). This variation is not significant especially that in our simulations, the average quality of the reconstructed images is usually closer to the image corresponding to
Max-PSNR rather than Min-PSNR. Moreover, because of the fact that the PSNR measure is used, it is impossible to really investigate the effect of interleaving unless another measure such as the image block loss rate is used. Therefore, in this study, the interleaving analysis provided is enough to conclude that there is no need to interleave which in consequence would avoid the addition of unnecessary delays.

Figure 6.29 shows a summary of the results presented in the case of the correlated channel considered in terms of Mean PSNR as function of FER for different values of the emphasized parameters. The results are provided using the error resilient coder that implements backward decoding and Line concealment.

In order to subjectively compare the improvement achieved with GOB and Line concealment techniques, we consider the example of the transmission channel at $E_b/N_0 = 3.8$ dB and compare best and worst decoded images over the transmitted sequence. With no retransmission attempts, the best decoded image using GOB concealment is represented in Figure 6.30. The line-concealed decoded image is shown in Figure 7.31. Allowing one retransmission and using Line concealment yields a Min-PSNR of value 15.43 dB (Figure 6.32). Using two retransmission attempts allows reconstruction with Min-PSNR = 15.53 dB (Figure 6.33).

No extensive results are provided in this section, especially in terms of subjective tests for displayed coded images, as further improvements will be obtained through proposal of an enhanced coding scheme in the next chapter. Moreover, in this chapter only one test image ("lena") has been used. Experiments with the test image "boat" have shown similar results.

6.4 Summary

A simple error detection and concealment scheme has been shown to give significant improvements for noisy channels [121]. We have tested two channel models in order to investigate the image transmission system performance. Ideal inner interleaving, used to make the slowly Rayleigh fading channel look memoryless, and a highly correlated channel have been considered. These channel models have been used to investigate the performance of our VB 2D-CELP coding scheme for transmission of images over noisy channels in a CDMA environment.

Experiments show that there is little value in providing outer interleaving that has
Fig. 6.30 Best decoded image using GOB concealment at $E_b/N_0=3.8$ dB and with no retransmission: Max-PSNR=20.12 dB.

Fig. 6.31 Best decoded image using Line concealment at $E_b/N_0=3.8$ dB and with no retransmission: Max-PSNR=20.29 dB.

Fig. 6.32 Worst decoded image using Line concealment at $E_b/N_0=3.8$ dB and with a maximum of one retransmission: Min-PSNR=15.43 dB.

Fig. 6.33 Worst decoded image using Line concealment at $E_b/N_0=3.8$ dB and with a maximum of two retransmissions: Min-PSNR=16.53 dB.
previously been demonstrated to yield increase in the transmission delay. However, the ability of the source decoder to conceal the effect of erroneous or incorrectly received data has been shown to increase the image transmission performance. The effectiveness of the error resilient tools implemented in the source codec suggests that error detection and concealment is an important part of any error resilient encoder. There are probably advantages in more sophisticated schemes but these are not discussed in this work. On the contrary, our interest is in simple techniques that do not yield an increased coding complexity but rather use the source encoder ability to simply conceal the effect of lost data using its coding particularities, as will be seen in the next chapter.
Chapter 7

Source and Channel Coding
Interdependency

7.1 Introduction

In the coding scheme referred to in the previous chapter as the GOB scheme, Huffman coding is used to entropy encode the code-vector index selected for each image block under the coding process. In each codeword, three types of information are multiplexed: block-size, prediction filter index, and code-vector index. If an error occurs in a series of VLC data, all information multiplexed in the codeword will be wrongly identified. Even when codeword synchronization is regained, the image block positional information is likely to be corrupted, resulting in the following data to be incorrectly decoded. Therefore, at the decoder side, when a codeword is corrupted, the corresponding block cannot be reconstructed as it has been at the encoder. Only a concealed version of it can be generated based on the previously reconstructed blocks. In this chapter, we propose to increase error resilience by a method based on separation of the zero-input response (ZIR) and zero-state response (ZSR) of each image block. At the decoder, if the codeword of a block is lost, the ZIR is generated and used as the reconstructed block.

The coding scheme proposed in this chapter is the result of studying the source and channel coding interdependency for the purpose of increasing the source codec robustness to transmission errors.
7.2 Enhanced VB 2D-CELP coding scheme

Separation of the synthesis filter response into zero-input and zero-state responses implies modification to the coding procedure previously presented in Chapter 3. In the following we present the formulation of the coding process and implications on the information to be transmitted from the encoder to the decoder. Based on an error-sensitivity analysis, we propose a method for codeword indexing and a bit-stream organization taking into account the channel error control used, for the purpose of increasing the coding robustness.

7.2.1 Coding scheme description

For convenience, we partition the source coding scheme into blocks based on their different functionalities. Figure 7.1 represents these blocks, where \( \alpha \) represents the lossy part of the encoder and \( \gamma \) corresponds to the lossless part, i.e., the entropy encoder. At the decoder side, \( \gamma^{-1} \) performs the inverse operation of the entropy encoder and \( \beta \) indicates the lossy decoder.

So far, an input image block of size \( 2^b \times 2^b \) has been denoted by \( x_i^{(b)} \), where \( i \) denotes the time index and \( (b) \) refers to the coding block-size used. For simplicity, the time index will be omitted and an image block will be denoted by \( x^{(b)} \).

Recall that for each block size considered in the variable block-size coding, we have a set of \( K \) predictors denoted by \( \{ H_i^{(b)} \}_{i=1}^K \). Also, a codebook corresponding to block size \( 2^b \times 2^b \) is denoted by \( C^{(b)} \). Since \( K \) predictors are used for each possible coding block-size, each codebook consists of \( K \) sub-codebooks: \( C^{(b)} = \bigcup_{k=1}^K C_k^{(b)} \).

In block \( \alpha \) at the encoder, once the predictor that results in the minimum MSPE (MM-SPE) is selected, the encoder determines both the size of the block and the prediction filter index. The encoder then uses an exhaustive search through the excitation sub-codebook \( C_k^{(b)} \) that corresponds to the prediction filter selected \( H_i^{(b)} \). The search proceeds by passing
Fig. 7.2 Encoder block diagram based on separation of the ZIR and ZSR.

Each of the excitation vectors through the synthesis filter to obtain the candidate reproductions of the current input block. First, the ZIR difference signal $d_{ZIR}$ (also called ZIR residual or ZIR error) is generated based on previously reconstructed blocks. Then, each of the code-vectors $c_i$ in sub-codebook $C^{(k)}$ is passed through the ZSR synthesis filter to generate ZSR candidates $x_{SR}^{(k)}$. The code-vector that produces the least reconstruction error (distortion) is selected for the block, and the corresponding index is sent to the entropy encoder along with the predictor index $k$ and $b$ for codeword assignment.

Consequently, the function $\alpha$ of the encoder (Figure 7.2) maps an input block into three values: a block-size index $b$, a code-vector index $i$ in the index set $I^{(b)}$ corresponding to codebook $C^{(b)}$, and a filter index $k$. Hence, $(b, k, i) = \alpha(x^{(b)})$. The function $\gamma$ maps $(b, k, i)$ into one or more codewords as will be seen later in detail. For now, we represent these codewords by a codeword vector $u = \gamma(b, k, i)$ selected from the entropy codebook $U$.

A block diagram of the decoder is given in Figure 7.3. The decoder performs the function $\gamma^{-1}$ which is the inverse of $\gamma$, and the function $\beta$ which maps the index into a residual vector $c_i = \beta(i)$ that belongs to codebook $C^{(i)}$. The decoder gets the reconstructed
vector $\hat{x}^{(b)}$ based on the synthesis filter of index $k$ that corresponds to block size $2^b \times 2^b$.

### 7.2.2 Separation of ZIR and ZSR

In this section we present the explicit minimization of the coding error by reformulating the reconstructed blocks as the sum of the ZIR and the ZSR of the inverse prediction error filter.

Since we are encoding 2D blocks, a block of dimension $2^b \times 2^b$ will be represented by both a matrix of size $2^b \times 2^b$ and a row ordered $2^{2b}$-dimensional column vector. Let $X$ represent the 2D-block and $x$ its one-dimensional form. For simplicity, the index $(b)$ referring to the coding block-size is omitted from $x$ and a predictor with index $k$ and block size $2^b \times 2^b$ will be denoted by $H_{k,b}$.

The ZIR is a function of the previously reconstructed blocks only, whereas the ZSR is a function of the selected residual code-vector. Our goal is to rewrite $\hat{x}$ as the summation of the separated ZIR and ZSR vectors denoted by $\hat{x}^{ZIR}$ and $\hat{x}^{ZSR}$. For the $i$th code-vector $c_i$, $\hat{x}^{ZSR}$ is a linear function of $c_i$. Then,

$$\hat{x} = \hat{x}^{ZIR} + \hat{x}^{ZSR}$$

where $c_i$ is a $2^{2b}$ column vector and $H_{k,b}^{ZSR}$ is the matrix of size $2^{2b} \times 2^{2b}$ composed of samples of the impulse response of the synthesis filter corresponding to the selected predictor $H_{k,b}$ [122].

Recall that $H_{k,b}(z_1,z_2) = \sum_{(p,q)\in \mathbb{P}} h^{(b)}_{k}(p,q)z_1^p z_2^q$ and that $\frac{1}{|H_{k,b}(0,0)|}$ is the corre-
Let $\tilde{y}$ be the $L$-dimensional vector of reconstructed values outside $X$ on which the ZSR depends. Then, as $\tilde{x}^{ZIR}$ is a linear function of $\tilde{y}$, we have:

$$\tilde{x}^{ZIR} = H_{ZSR}^{ZIR} \tilde{y}$$

(7.2)

where $H_{ZSR}^{ZIR}$ is a matrix of size $2^k \times L$ determined by the impulse response of the synthesis filter corresponding to predictor $H_{k,b}$. Then, the error vector that is the quantization error vector obtained for the input $x$ with residual code-vector $c_i$ is given by:

$$e_i = x - \tilde{x}^{ZIR} - \tilde{x}^{ZSR}$$

$$= d^{ZIR} - H_{ZSR}^{ZIR} c_i$$

(7.3)

Let us denote by $c$ the selected code-vector that results in the minimum distortion. The squared error distortion resulting from code-vector $c_i$ is given by:

$$D_i = \|e_i\|^2 = \|d^{ZIR} - H_{ZSR}^{ZIR} c_i\|^2 = \|d^{ZIR}\|^2 + \|H_{ZSR}^{ZSR} c_i\|^2 - 2(d^{ZIR})^T H_{ZSR}^{ZIR} c_i$$

(7.4)

Therefore, during the search of $c$ the first term is constant and the minimization argument can be chosen to be

$$D_i = -2p^T c_i + E_i$$

(7.5)

where,

$$p = (H_{ZSR}^{ZSR})^T d^{ZIR}$$

(7.6)

and

$$E_i = \|H_{ZSR}^{ZSR} c_i\|^2$$

(7.7)

Notice that $p$ is calculated once during the search and is constant for all $i$. 

---
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7.2.3 Effects of channel errors

As previously mentioned, separation of ZIR and ZSR of each block can be exploited to increase the coding error resilience. At the decoder side, if the code-vector index of a block is lost, the reconstructed vector can be taken as the ZIR of the block under the decoding process. This is motivated by the fact that the ZIR is a function of the previously reconstructed vectors only, whereas the ZSR is a function of the selected residual code-vector. We refer to this scheme as the ZIR scheme.

However, this approach is possible only if the predictor index and the coding block-size are known to the decoder. In the original coding scheme, a single codeword is used for each block and if this code is lost, all information multiplexed in it is lost, i.e., the block size and the predictor used for the block are also unknown or corrupted.

In order to exploit the error resilience of the encoder based on the separation of ZIR and ZSR, the predictor information and the coding block-size need to be perfectly recovered at the decoder side. Consequently, this information needs to be transmitted separately from the code-vector index in the form of side information, unlike what is done in the method that multiplexes all types of information in a single codeword. This is intended to increase error resilience but at the expense of a possible increase in the bit rate.

7.2.4 Coded data structure

For simplicity, we assume that two coding block sizes are used (4 × 4 and 2 × 2). In order to lower the side information corresponding to the predictors, it might be more appropriate to use the same predictor for all sub-blocks in a large block (2 × 2 blocks in a 4 × 4 block) and hence reduce the side information by forcing a certain homogeneity in the predictor selection. Moreover, if the predictor index is sent as side information, the same VLC codewords can be used for all sub-codebooks, given that a sub-codebook corresponds to a specified predictor and contains \(N_v\) code-vectors (Figure 7.4).

The information about the block subdivision, namely the block-size index \(b\) used for each image block, can be sent as side information too, or it can be included in the VLC codewords. When the latter option is considered, different codewords have to be used for codebooks \(C^{(4)}\) and \(C^{(2)}\) as it is also possible to make the block-size information part of the predictor side information.

In the following, we summarize the different possibilities that can be implemented.
First, we illustrate what can be implemented with an approach similar to that adopted for the GOB scheme.

We considered that codebooks \( C^{(i)} \) are of equal sizes, and that they are organized sequentially into a global codebook \( C \). Therefore, the number of code-vectors in each sub-codebook is equal to \( N_r \). This is illustrated in Figure 7.5 for two coding block sizes 4 x 4 and 2 x 2.
Using coding results based on the training sequence used to build the codebooks, we have plotted the histograms of the probability of occurrence of the code-vectors in codebook $C$. Examination of the probability of occurrence of each code-vector revealed the non uniform character of the probability of occurrence. A histogram is shown in Figure 7.6 for image “lena” and in Figure 7.7 for image “boat”. Based on examination of these histograms, a single Huffman code is used for the global codebook. Thus, the entropy codebook in the entropy encoder block $\gamma$ consists of a single book $U$ in which a block size, predictor index and a code-vector index are implicitly multiplexed in each codeword.

**Separation of basic and side information**
Using predictors associated with a specified block size has shown improvements in the PSNR, but now that predictor indices have to be sent as side information, this may result in an increase in the bit rate. If this increase is considerable, predictors
corresponding to only block size $4 \times 4$ can be used and sent as side information. In this case, two approaches can be adopted: (i) one entropy codebook of length $N$ is generated and used for $C(4)$ as well as $C(2)$, and hence the block-size is sent as side information; (ii) a different entropy codebook of length $N$ codewords is generated for each codebook.

We have plotted the histograms of occurrence of the predictor indices for the training sequence as well as for the two test images considered (Figure 7.8 and Figure 7.9). The histograms have shown that the probability of occurrence is not uniform. We also examined the spatial distribution of the different predictors used for encoding the test images. Figure 7.10 shows the distribution of predictors used for encoding image “lena”. Predictor distribution corresponding to the high-activity region coded with a $2 \times 2$ block-size is represented in Figure 7.11. Similar results are also provided for image “boat” in Figure 7.12 for the low-activity region and in Figure 7.13 for the high-activity one.
Examination of these figures shows that there is no high correlation between adjacent predictor indices that can be exploited to reduce the predictor side information. This is visible when analyzing the distribution of individual predictors throughout the image. Figures 7.14-7.18 show the distribution of $4 \times 4$ individual predictors whereas Figures 7.19-7.23 correspond to $2 \times 2$ block-size. Hence, VLC is more appropriate for coding the predictor information. For this purpose, there are different approaches:

1. Generate a VLC for $K$ predictor indices and use them along with the coding block-size side information. Hence, a VLC for the code-vector codebooks needs to be generated for $N$ indices only.

2. Generate a VLC for $2K$ predictor indices. Hence, no variable block-size information needs to be transmitted and a VLC needs to be generated for $N$ code-vector indices only.

### 7.2.5 Consequences on codebook indexing

When the same codewords are used for the different codebooks namely $C^{(3)}$ and $C^{(2)}$, special arrangement of the codebooks is needed. Recall that in each codebook, there is a number of sub-codebooks each corresponding to one predictor. In order to calculate the probability mass function of the codebook needed to get a VLC such as Huffman, special arrangement of the code-vectors needs to be performed. In fact, the code-vectors need to be sorted in each sub-codebook according to the descending or ascending order of the probability of occurrence. As mentioned, there is a number of possibilities on how to organize codebooks and sub-codebooks. Moreover, information that needs to be transmitted to the decoder can be multiplexed or separated into basic and side information. Therefore, the bit-stream can be organized in different ways that would exhibit different degrees of sensitivity to channel errors.

Thus, a choice of the coded data structure results from a compromise. On one hand, the source bit rate has to be reduced and on the other hand error resilience needs to be increased. It is in this vein that our choice of the information to be transmitted to the decoder as well as its organization in the bit-stream is based on its capability to increase error resilience. For this purpose, an error sensitivity analysis is needed for the different cases of study previously mentioned.
The five regions from white to black represent predictors $H_4^{(4)}, H_4^{(3)}, H_4^{(2)}, H_4^{(1)}$, and $H_4^{(0)}$; the high-activity region (block size $2 \times 2$) is represented by 0 gray level.

The five regions from white to black represent predictors $H_4^{(2)}, H_4^{(1)}, H_4^{(0)}, H_4^{(-1)}$, and $H_4^{(-2)}$; the low-activity region (block size $4 \times 4$) is represented by 0 gray level.

The five regions from white to black represent predictors $H_4^{(1)}, H_4^{(0)}, H_4^{(-1)}$, and $H_4^{(-2)}$; the high-activity region (block size $2 \times 2$) is represented by 0 gray level.

The five regions from white to black represent predictors $H_4^{(2)}, H_4^{(1)}, H_4^{(0)}, H_4^{(-1)}$, and $H_4^{(-2)}$; the low-activity region (block size $4 \times 4$) is represented by 0 gray level.
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Fig. 7.14 Spatial distribution of Predictor $H^{(i)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$.

Fig. 7.15 Spatial distribution of Predictor $H^{(i)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$.

Fig. 7.16 Spatial distribution of Predictor $H^{(i)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$.

Fig. 7.17 Spatial distribution of Predictor $H^{(i)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$. 
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Fig. 7.18 Spatial distribution of Predictor $H_1^{(2)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$.

Fig. 7.19 Spatial distribution of Predictor $H_2^{(2)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$.

Fig. 7.20 Spatial distribution of Predictor $H_2^{(3)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$.

Fig. 7.21 Spatial distribution of Predictor $H_2^{(3)}$ used for image "lena" coded with two block sizes $4 \times 4$ and $2 \times 2$. 
7.3 A bit-stream structure for improved error-resilience

7.3.1 Error sensitivity analysis

In order to exploit the error resilience of the encoder based on the separation of ZIR and ZSR, we found that the predictor information needs to be transmitted as side information. The two other types of information that remain to be considered are the block size and the code-vector index of each block under the coding process.

The image coded bit-stream is separated into two types of information: type-I and type-II: type-I contains the side information and type-II contains the rest of the image data which is the entropy-coded code-vector data. We suppose that type-I data is perfectly recovered at the decoder. Therefore, predictor information is available at the decoder side.

In order to analyze the error sensitivity of the block-size index and code-vector index, the image coding scheme is summarized in the form of an algorithm for each of the previously proposed cases. For simplicity, we still assume that two coding block sizes are used (4 x 4 and 2 x 2). First, K predictors corresponding to block size 4 x 4 are used whether the
block is coded using $4 \times 4$ size or split into four $2 \times 2$ blocks. In algorithm-1, the coding block-size is part of type-I data. For algorithm-2, only predictor information is sent as side information.

- **Algorithm-1**
  For each $4 \times 4$ image block,
  1. Select the predictor $H_{ij}^{(4)}$ that results in the MMSPE.
  2. Based on the comparison of the MMSPE value with threshold $\Delta$, check if the block can be classified as a low-activity block,
     (a) If yes, indicate this by sending a low-activity one-bit flag as type-I data, and the codeword of the code-vector in sub-codebook $C^{(4)}$ that results in the MMSRE as type-II data.
     (b) If no, send the high-activity one-bit flag as type-I data, decompose the block into $2 \times 2$ sub-blocks, and for each block:
        i. select the code-vector in sub-codebook $C^{(2)}$ that results in the MMSRE and send the codeword as type-II data.

- **Algorithm-2**
  For each $4 \times 4$ image block,
  1. Select the predictor $H_{ij}^{(4)}$ that results in the MMSPE.
  2. Based on comparison of the MMSPE value with a threshold $\Delta$, check if the block can be classified as a low-activity block,
     (a) If yes, select the code-vector in sub-codebook $C^{(4)}$ that results in the MMSRE and send the codeword as type-II data.
     (b) If no, decompose the block into $2 \times 2$ sub-blocks, and for each block:
        i. Select the code-vector in sub-codebook $C^{(2)}$ that results in the MMSRE and send the codeword to type-II data.

For Algorithm-1, the same Huffman code is used for codebook $C^{(4)}$ and for $C^{(2)}$. The coding block-size is sent as side information which results in an increase of the bit rate by $\frac{1}{144}$ bpp. This increase is not really significant, but what is its impact on error resilience
As for the predictor side information, the block-size information is appended to type-I data. Suppose that with high error protection this information is perfectly recovered at the decoder side. In decoding the index bit-stream, once the erroneous region is delimited, the ZIR reconstructed block can be obtained with the appropriate block size since this information is available.

In Algorithm-2, once the erroneous region is delimited at the decoder side, ZIR reconstructed blocks have to be generated considering a block size of $4 \times 4$ since no information about the effective coding block-size is available at this stage.

Hence, the main difference between the algorithms regarding PSNR performance would result from the fact that ZIR reconstructed blocks in Algorithm-2 do not correspond to what can actually be generated according to the coding process. Therefore, in order to avoid reducing the source coding performance in terms of PSNR, we confine ourselves to the use of the appropriate predictors for each coding block-size. Therefore, different sets of predictors are used for block size $4 \times 4$ and $2 \times 2$ and this information is sent as side information. As this information is highly crucial for the decoder, it has to be highly protected. We illustrate the coding process in form of an algorithm as we did for the previous cases.

**Algorithm-3**

For each $4 \times 4$ image block,

1. Select the predictor $H_{1}^{(4)}$ that results in the MMSPE.
2. Based on comparison of the MMSPE value with a threshold $\Delta$, check if the block can be classified as a low-activity block,
   (a) If yes, send the predictor index code to type-I data and the codeword of the code-vector index in sub-codebook $C_{1}^{(4)}$ that results in the MMSRE to the type-II.
   (b) If no, decompose the block into $2 \times 2$ sub-blocks. For each sub-block:
      i. Select the predictor $H_{k}^{(2)}$ that results in the MMSPE.
      ii. Select the code-vector in sub-codebook $C_{k}^{(2)}$ that results in the MMSRE and send the codeword to type-II data.
3. Send four predictors indices to type-I data.
We examined the different above mentioned ways in separating type-I and type-II data. Based on the error sensitivity analysis and the requirements needed to take advantage of separation of the responses into ZIR and ZSR, we found that the minimum source coding bit-rate can be obtained through the use of two entropy codebooks: one for the predictors and variable block-size information, and one for the code-vector indices.

The type-I information entropy codebook consists of a single VLC code where each codeword indicates one of $2^K$ predictors. Thus, the index corresponding to a single codeword yields two pieces of information to the decoder, namely the predictor index and the coding block-size. On the other hand, the code-vector index entropy codebook consists of a VLC table of length $N_v$. This corresponds to organizing the codebooks according to the illustration given in Figure 7.24.

![Fig. 7.24 Residual codebook organization so that only $N_v$ code-vector indices are addressed: the code-vector index entropy codebook is of size $N_v$.](image)

### 7.3.2 Bit-stream of the VB 2D-CELP compressed image

We considered that the bit-stream is separated into type-I data that contains the information that identifies the coding block-size and the predictor index for each block and type-II that contains the entropy-coded code-vector data.

Examination of the VB 2D-CELP coded data demonstrated that type-I section of the bit-stream is extremely sensitive to transmission errors. As this information is highly crucial for the decoder, it has to be highly protected. We therefore consider a bit-stream organization in which type-I data is separately transmitted with high error protection. Since the objective is to design a low-delay, bandwidth-efficient transmission system, we employ UEP for type-I and type-II data.
It is desired to transmit type-I data as error-free as possible. Therefore, we use the untruncated protocol to transmit this sensitive section of the bit-stream. With the purpose of reducing the transmission delay, we propose to use the protocol with truncated retransmissions for type-II data.

The untruncated hybrid ARQ scheme ensures error-free transmission of the sensitive section of the coded bit-stream. This way, the delay due to multiple ARQ retransmissions or interleaving can be minimized since only a fraction of the image bit-stream rather than the entire bit-stream is transmitted using this protocol.

7.4 Coding performance improvement

7.4.1 Results: a comparative study

The uplink transmission model is used to transmit the coded image bit-stream for the case of the highly correlated quasi-static channel. A number of data frames corresponding to the transmission of 25 images has been simulated for the ZIR scheme for different values of maximum number of retransmissions \( L \). As in the previous experiments, the image transmission performance is measured in terms of mean PSNR (Mean-PSNR), minimum PSNR (Min-PSNR), and maximum PSNR (Max-PSNR) in dB, computed over the 25 decoded images.

For the GOB scheme, the volume of coded data corresponds to a source bit rate of 0.577 bpp. A single bit-stream represents the coded image and transmission of the bit-stream is performed with equal error protection using the truncated protocol. The GOB scheme implements line concealment as well as backward decoding. For the ZIR scheme, the volume of coded data resulting from separation of the information into type-I and type-II data corresponds to a source bit rate of 0.517 bpp. Error-free transmission results in a PSNR of value 34.89 dB. For comparison purposes, we first consider the case of no retransmission. As can be seen in Figure 7.25, showing the Mean PSNR versus \( E_b/N_0 \), the ZIR scheme provides improvement over the original GOB scheme. In Figure 7.26, we show the influence of varying the number of retransmissions \( L \) on the performance of both schemes. It is observed that the ZIR scheme always leads to higher performance in terms of PSNR.

The minimum PSNR obtained over the 25 decoded images is also compared. Figure
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Fig. 7.25 Mean PSNR performance comparison for the ZIR scheme and the GOB scheme in case of no retransmission ($L = 0$).

Fig. 7.26 Effect of the variation of the retransmission number $L$ on the PSNR performance of the ZIR scheme and the GOB scheme.

7.27 shows the minimum PSNR obtained with the ZIR scheme, and Figure 7.28 reproduces the results obtained using the GOB scheme. The ZIR schemes not only yield an increased performance but also provide a certain smoothness in the curves. This is due to the fact that the concealed blocks based on the ZIR are not just concealed through substituting them with neighboring blocks but rather decoded based on the surrounding blocks.

It is important to mention that the irregularities in the curves of Figure 7.28 are mainly due to the performance evaluation through PSNR computation. In fact, the degree of image quality degradation strongly depends on the error position. Thus, a decoded image may have a relatively low PSNR but still be of acceptable quality with not much annoyance. It is certainly more appropriate to consider another performance evaluation measure. However, this is left for future work.

Comparison of the results of both schemes also shows that the required $E_b/N_0$ to achieve a desired performance in terms of quality of the decoded images is lower in the case of the...
ZIR scheme than for the GOB scheme. In addition to this, the standard deviation of the Mean PSNR is lower for the ZIR scheme. Generally, images decoded using the ZIR scheme have a PSNR not only closer to the Mean PSNR rather than to the minimum PSNR, but the difference between the minimum and maximum PSNR is always lower compared to the results of the GOB scheme. This is illustrated in Figure 7.29 showing the PSNR variation at $E_b/N_0=3.8$ dB using the ZIR scheme, and in Figure 7.30 corresponding to the GOB scheme.

Using the GOB and ZIR schemes, we show reconstructed images obtained at $E_b/N_0=3.8$ dB. Using no retransmission for the GOB scheme, the best image obtained is represented in Figure 7.31. The corresponding PSNR is Max-PSNR = 19.96 dB. The worst decoded image through the ZIR scheme obtained with no retransmission of type-I1 data is shown in Figure 7.32. This decoded image has a PSNR of value Min-PSNR = 16.93 dB. Hence, it is only 3 dB worse in performance compared to the above mentioned GOB best image, but 6 dB
better than the worst decoded image through the GOB scheme under the same conditions. Therefore, the ZIR scheme provides improved performance as it provides improved error-resilience compared to the GOB scheme even if type-II data is coded using FEC only.

Using the truncated protocol to retransmit type-II data significantly improves the ZIR scheme performance. With a maximum of one retransmission, the worst decoded image corresponds to a Min-PSNR of value 23.07 dB. This image is represented in Figure 7.33. Allowing one more retransmission attempt increases the PSNR to Min-PSNR = 29.01 dB. The corresponding image is shown in Figure 7.34. The variation of the PSNR for the sequence of transmitted images is shown in Figure 7.29.

For the purpose of guaranteeing minimum delay, it is proposed to transmit type-II data with FEC coding only. We compare results of Mean PSNR for this case with the GOB scheme performance when only one retransmission is allowed. Figure 7.35 plots the Mean PSNR as function of the data FER. It is observed that the ZIR scheme always leads to better performance. Communication using the ZIR scheme is feasible at frame error rates higher than those the GOB scheme can handle. This is also visible in Figure 7.36 that
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Fig. 7.31 Best decoded image using the GOB scheme at $E_b/N_0=3.8$ dB and with no retransmission: Max-PSNR=19.95 dB.

Fig. 7.32 Worst decoded image using the ZIR scheme at $E_b/N_0=3.8$ dB when type-II data is sent with no retransmission: Min-PSNR=16.93 dB.

Fig. 7.33 Worst decoded image using the ZIR scheme at $E_b/N_0=3.8$ dB when type-II data is sent with a maximum of one retransmission: Min-PSNR=23.07 dB.

Fig. 7.34 Worst decoded image using the ZIR scheme at $E_b/N_0=3.8$ dB when type-II data is sent with a maximum of two retransmissions: Min-PSNR=29.01 dB.
Fig. 7.35 Mean PSNR performance as function of data FER: comparison between ZIR scheme and GOB scheme.

Fig. 7.36 Comparison between Minimum and Maximum PSNR for the ZIR scheme, represented as function of data FER for $L = 0$.

compares the minimum and the maximum PSNR obtained with the ZIR scheme.

In order to compare the transmission delay performance of both schemes, we consider the average image transmission time computed over the sequence of transmitted images. Two parameters affect this delay time: the maximum number of allowed retransmissions and the volume of image coded data. As the volume of coded data is higher using the GOB scheme, we consider the corresponding minimum achievable delay as a reference and normalize transmission time values by this minimum.

Figure 7.37 plots the normalized delay for the ZIR as well as for the GOB scheme, under different channel conditions. The use of UEP for the ZIR scheme may result in additional delay because the untruncated protocol is used to transmit type-I data. This is important in severe channel conditions ($E_b/N_0 < 3.4$ dB). However, the fact that only type-I data is sent with retransmission will always yield to lower delay than the case when all data is sent with unlimited number of retransmissions. For higher values of $E_b/N_0$, the figure shows that the ZIR scheme yields to lower delay values. This is due to the fact that the volume
of coded data is lower than for the GOB scheme, and to the use of the truncated protocol. Therefore, in the absence of uncorrected errors, GOB curves and ZIR curves converge to two different minima, and the ZIR scheme is shown to be capable of reducing the image transmission time. These conclusions are also visible when analyzing the variation of the image transmission time for a specific $E_b/N_0$ of value 3.8 dB in Figure 7.36. The ZIR scheme not only yields lower delay values but also higher values of image PSNR as can be seen in Figure 7.29 corresponding to the ZIR scheme and in Figure 7.30 for the GOB scheme.

7.4.2 Summary

Taking benefit from the ZIR and ZSR separation at the encoder has been shown to give large improvement in error resilience with a gain in compression. Communication using the
ZIR scheme is feasible at high frame error rates. In order to gain the most benefit of the ZIR scheme, unequal error protection of the encoded bit-stream has been used to highly protect the information needed for the blocks to be reconstructed based on the ZIR. The use of unequal error protection has been examined and found to be advantageous with no increase in redundancy. Moreover, it is shown that partitioning the coded image data into two types of information and using UEP can reduce the image transmission time compared to the GOB scheme with equal error protection.

It is important to mention that under severe channel conditions, delay has to be sacrificed for higher quality of decoded images because no matter how error-resilient the coding scheme is, excessive channel error control is required.

7.5 Coding with Dynamic Rate Control

In the context of low-delay reliable image transmission over CDMA slowly Rayleigh fading channels, this section addresses the proposal of a coding control technique that dynamically adapts the source coder rate to the channel condition, in order to transmit coded image data with low delay while achieving high quality decoded images [123].

We study the interaction between source coding and channel coding. Our aim is to match the image transmission rate to the quality of the channel. We assume a constant signaling rate and if the channel quality worsens we reduce the volume of coded data to be transmitted with ARQ. In fact, every communication channel has an optimum rate for digital transmission of images. If the actual rate is below optimum, there is unnecessary coding distortion. If the rate is higher, the distortion due transmission errors is excessive.

7.5.1 Delay-limited adaptive coding

In the previous study, we proposed a combined source-channel coding scheme, namely the ZIR scheme that implements error-resilient coding tools in order to improve the quality of transmitted images over the aforementioned channel. We showed that through partitioning of the coded image data into two types of information and using UEP, the ZIR scheme is capable of reducing the image transmission time compared to the GOB scheme with equal error protection.

The image transmission time and the decoded image quality are not only related to the channel conditions but also to the compression ratio that limits the maximal achievable
PSNR. Therefore, for each degree of channel error protection and degree of compression ratio one can obtain different PSNR and delay performance curves for the range of channel SNRs considered. If we consider the PSNR performance of the ZIR or GOB scheme, each curve has two regions dominated by either the quantization noise or the channel noise. The quantization noise is evenly distributed throughout the image while the channel noise is localized and visible. Similarly, delay performance curves have also two regions dominated by either the maximum number of retransmissions $L$ or the volume of image coded data.

In the case of degrading channel conditions, an increase in the transmission delay may result due to the use of ARQ for the coded image data. However, for wireless networks with relatively high and unpredictable error rates, it is important to use a coding scheme sufficiently resistant to transmission errors, and capable of avoiding large transmission delay. Therefore, we propose to decrease the volume of coded data when the channel is in poor condition to decrease the amount of data to be transmitted with ARQ, and hence reduce the image transmission delay.

When the channel is in poor condition, it is also desirable to reduce the amount of image coded data to be transmitted and allow more ARQ retransmissions. This will avoid increasing the transmission delay in comparison to the case where the coded data volume is higher, trading off the reconstructed image quality for lower delay.

In this work, we combine the benefits of error-resilient source coding and unequal error protection to increase the coding performance and avoid excessive delays. We propose an adaptive technique that controls the source coding rate and retransmission protocol to minimize the delay that would otherwise occur if equal protection is employed independently of the channel condition and the unequal bit-stream error sensitivity character.

The proposed approach consists of dynamically adapting the coder rate to the channel condition based on an estimate of the channel status. Combined source/channel coding is performed by rate control at the source encoder. The information about the frequency of retransmissions is used to adaptively change the source coding rate to allow more bandwidth in the channel for retransmissions. The scheme proposed is shown to offer acceptable delay and high resistance to transmission errors.
7.5.2 Coding with variable compression

Using the VB 2D-CELP coding scheme with constant compression parameters results in a constant volume of coded data. Transmitting this data on the other hand depends on the channel condition. If the conditions are favorable, the transmission delay is acceptable. However, in severe channel conditions, a large delay may occur. Therefore, it is desirable to control the amount of coded data and the protocol retransmission mechanism in order to control the transmission delay.

Coding with dynamic rate control offers the capability of adapting the communication to the channel condition so as to provide higher channel protection when the channel is poor and improve the source rate and provide better performance when the channel conditions are favorable. It is in this vein that we implement a coding control based on variable compression. The encoder constantly estimates the channel quality and sets the compression ratio accordingly.

Choosing different coding parameters results in different encoded data volumes. Specifically, a lower value of subdivision threshold $\Delta$ or a larger codebook size results in an increase in the encoded data volume for the same image. This yields an increase in the data volume that needs to be transmitted with ARQ and hence the transmitted image quality is directly related to the coding parameters as well as to the channel condition.

7.5.3 Adaptive control scheme

On the one hand, the ARQ control is based on the encoded data, and on the other hand, the ARQ protocol performance is directly related to the channel condition. Therefore, it is desired to design a control protocol that uses channel status information in order to
adaptively select the coding parameters to be used.

The channel status information is based on an estimate of the FER. This is directly obtained at the source from the frame acknowledgment information sent by the receiver, namely by counting the number of NAK received by the transmitter.

Based on an estimation of the FER at the transmitter, the source coding parameters are adapted to the channel condition through adaptive variable-compression coding. Hence, the compression ratio is changed according to the estimated FER. If the FER increases showing that the channel is in a poor status, the compression ratio is decreased. A simplified block diagram of the transmitter is shown in Figure 7.39.

As a good estimate of FER is needed in order for the source encoder to adapt to the channel condition, the number of frames needed to provide a good estimate has to be determined. The time interval used in the estimation is fixed to less than that needed to encode an image. Hence, the source encoder performs FER estimation while coding the current image, and according to this, adapts to the channel condition for the coding of the next frame in the sequence of images. In order to provide a basic performance evaluation of the proposed error resilience tool, multiple copies of the same image constitute the sequence. This simulates the situation in an application where a series of images of a similar nature are transmitted sequentially.

7.5.4 Results and conclusions

For the purpose of evaluating the PSNR and delay performance of the scheme with rate control, we consider a case of reference according to which we base our comparisons. We therefore, suppose that we have a basic scheme to provide image transmission over the wireless channel. We refer to this scheme as “Conventional”. The average image transmission delay is considered as the value normalized by the minimum time needed to transmit one image using the conventional scheme.

We focus on the PSNR performance. The conventional scheme leads to a specific transmission delay, and our objective is to enhance the decoded image quality, that is to increase the PSNR performance with no increase in the delay compared to the basic scheme taking into consideration the channel conditions.

We consider that the basic scheme corresponds to the GOB scheme with a constant volume of coded data. This volume corresponds to a source bit rate of 0.577 bpp. In-
dependently from the channel conditions, no rate control is performed and the maximum number of retransmissions is kept equal to $L = 3$. Under these conditions, transmission of the image sequence with equal error protection for all the bit-stream data is what we refer to as "Conventional".

For comparison, results are given for upper and lower limit cases of study using the ZIR scheme. The upper-limit case corresponds to the highest source bit-rate considered of value 0.74 bpp, and maximum number of retransmissions of $L = 3$. The lower-limit corresponds to a source bit-rate of 0.517 bpp, and no retransmission for type-II data.

The PSNR performance in terms of Mean PSNR is given in Figure 7.40, and the normalized delay is represented in Figure 7.41, both as function of $E_b/N_0$. It is shown that the upper-limit case provides the best performance in terms of PSNR. However, as expected, it leads to the highest transmission time values. Similarly, the lower-limit scenario leads to
the lowest delay time values, but also to the lowest PSNR performance.

The proposed approach for controlling the amount of coded data and number of retransmissions for type-II data is referred to as "Proposed". The main advantage of the approach is that, while keeping transmission delays values lower than the conventional scheme, the average PSNR is considerably improved. It is also observed that, in order to keep transmission delay times to minimum values, type-II data can be transmitted with FEC coding only, but degradation in the quality of the decoded images is to be expected. It is important to mention that the decoded images corresponding to the lower-limit scenario are inherently optimized since the scheme already implements error resilience, and UEP based on the error sensitivity of the encoded image bit-stream is employed.

In order to subjectively evaluate the improvement achieved with the proposed approach, we consider the example of the transmission channel at $E_b/N_0=3.8$ dB. Using the conventional scheme, the average data FER is $1.752 \times 10^{-2}$. This value is taken as a reference. Using the proposed scheme, during transmission of one image the number of received NAK is counted and the FER is estimated. If it is found to be greater than the reference value, the volume of coded data is decreased and one more retransmission is allowed.

We used computer simulations to confirm the performance of the proposed scheme, and compare decoded images obtained using the proposed versus the conventional approach. After transmission of five images, Figure 7.43 represents an enlarged window of the decoded image obtained if the conventional scheme is used. Transmission of the coded image at a source bit rate of 0.577 bpp and equally protected bit-stream with $L = 3$ yields a PSNR of value 28.925 dB. If the proposed approach is used to transmit this image, the decoded image under the same channel condition has a PSNR of value 32.669 dB.

Finally, in order to show the improvement achieved through the concealment technique of each scheme, we also show the image windows with blocks that are to be concealed. Figure 7.42 corresponds to the coded image with the conventional scheme, and Figure 7.44 shows the blocks that are to be reconstructed using ZIR as shown in Figure 7.45. It is evident how, concealment of the corrupted blocks using ZIR achieves better performance than line or GOB concealment.
Fig. 7.42 Enlarged window of reconstructed “lena” at a channel SNR of 3.8 dB and L = 3: GOB scheme in the absence of concealment, source bit rate=0.577 bpp, PSNR=13.977 dB.

Fig. 7.43 Enlarged window of reconstructed “lena” at a channel SNR of 3.8 dB and L = 3: GOB scheme, source bit rate=0.577 bpp, PSNR=28.925 dB.

Fig. 7.44 Enlarged window of reconstructed “lena” with a channel SNR of 3.8 dB and L = 3: ZIR scheme in the absence of concealment, source bit rate=0.573 bpp, PSNR=15.543 dB.

Fig. 7.45 Enlarged window of reconstructed “lena” with a channel SNR of 3.8 dB and L = 3: ZIR scheme, source bit rate=0.573 bpp, PSNR=32.669 dB.
7 Source and Channel Coding Interdependency

7.6 Summary

This chapter proposed a VB 2D-CELP source coding scheme that offers error resilience as well as low-delay for image transmission over wireless fading channels. The scheme operates in a combined source/channel coding manner by partitioning the source coded data into different priorities according to the sensitivity to channel errors. The hybrid ARQ protocol used protects unequally the coded data in order to keep transmission delay to acceptable values.

An important aspect of this work consists in the deployment of the ARQ based error control protocol to take into consideration the channel condition, as well as the image characteristics and transmission requirement in order to reduce the delay while ensuring high quality of the decoded images. The proposed scheme takes into consideration the channel condition to adaptively adjust the source coding parameters. We evaluated the performance of the coding scheme for transmission of images over a Rayleigh fading channel in a power-controlled DS-CDMA environment. It was shown that in conjunction with error resilient tools, an intelligent source coder control can provide high robustness at low SNRs.

We proposed to transmit type-I data with the untruncated protocol. However, it is also possible to transmit type-I and type-II data using the truncated protocol. In this case, when no information about the predictor index and the coding block-size is available, the source decoder can use concealment to hide the effect of erroneous regions in the image.
Chapter 8

Conclusions and Further Research

8.1 Summary and contributions of the dissertation

With the fast growing business in wireless multimedia communication, visual communication over wireless channels is becoming an important service in mobile communications. Due to limited spectrum resources and a severe wireless environment, advanced processing techniques such as source coding and channel coding must be developed and applied for robust and flexible service provision. A source coding scheme can be optimal according to rate-distortion theory but fail to yield high performance over noisy channels. Therefore, combined strategies based on a priori information such as source error sensitivity and Quality of Service (QoS) requirements are a necessity in realistic implementations.

The theme of this study is robust transmission of images over wireless channels. The research addressed three major issues: (i) the proposal of a new analysis-by-synthesis coding scheme, (ii) the evaluation of the performance of a truncated type-I hybrid ARQ protocol using concatenated coding in DS-CDMA Rayleigh fading channels, and (iii) an investigation of strategies that combine error-resilient source coding and channel error control for the purpose of providing robust transmission of images over wireless channels.

In the following we offer a summary of the contributions of the dissertation, this summary being articulated about the main themes of our study: source coding, channel coding, and error resilience. We separately consider these research themes while keeping a global view of the entire transmission system and the problems associated with coding for wireless image communication.
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8.1.1 Compression coding

The first focus of this dissertation was compression coding. Chapter 2 provided a brief review of standard techniques used within current image coding schemes with an emphasis on current approaches adopted for transmission of images over noisy channels. The chapter focused on the importance of error-resilient coding and reviewed methods that are widely used for providing image transmission over wireless channels. The main conclusion of the review was that both source and channel error control are essential for the purpose of providing reliable transmission.

Due to the problems associated with wireless channels, image communication over these channels requires robust coding schemes that must also offer good compression and low complexity.

One of the contributions of this work is the proposal of a new and promising analysis-by-synthesis coding technique called Variable Block-size two-dimensional Code Excited Linear Predictive (VB 2D-CELP) coding that can be used for still picture coding or for the periodic intra-frame coding required in time-varying image coding. The proposal and study of the coding scheme was presented in chapter 3. The VB 2D-CELP coding system implements block-adaptive prediction and variable code-vector size. Variable block-size coding was shown to offer the potential of a better allocation of the number of bits spent per unit area according to the local detail in the image.

The performance of the system for transmission of still images over a noiseless channel was studied. Experimental results demonstrated the merits of the coding scheme: the potential of reducing the block effects of the DCT method while having low decoder complexity. The results using 2D-CELP and VB 2D-CELP were compared, along with DCT (JPEG). The quality of the coded images was shown to be better for VB 2D-CELP than the DCT based JPEG algorithm at the same coding rates.

8.1.2 Error control strategy

An objective of this work was to provide robust transmission of images over wireless channels in a CDMA environment. We assumed that the basic communication medium is an enhanced version of the IS-95 digital cellular radio CDMA system. This is a widely adopted version for its improved BER performance. Our intent was not to adhere to the standard or the enhanced version of it, but rather to consider a system patterned after the standard,
for the purpose of providing reliable transmission. This system was introduced in chapter 4. The chapter provided a brief description of the CDMA system operation. It reviewed standard methods of channel error control and our choice for an error control strategy in order to provide image transmission with different QoS requirements where reliability and transmission delay are of major concern.

The transmission errors of a wireless communication channel may range from single bit errors up to burst errors. These varying error conditions limit the effective use of Forward Error Correction (FEC). This is particularly true for wireless channels characterized by slow fading where simple FEC-based error control techniques fail to provide reliable communication. Closed-loop error control techniques like ARQ can be shown to be more effective in terms of reliability but less effective in terms of delay since retransmission of the corrupted data frames introduces additional delay. Advanced hybrid error control techniques must be considered in order to achieve real-time reliable communication over noisy channels. One possible approach to achieve this goal is to use a type-I hybrid ARQ error control protocol with concatenated coding. In particular, Reed-Solomon outer and convolutional inner concatenated coding (RS/CC) is known to be capable of providing high error-correction capability and of increasing reliability especially when combined with ARQ. We therefore selected the RS/CC type-I hybrid ARQ as the main error control protocol.

The second contribution of this work consists in the performance evaluation of the RS/CC type-I hybrid ARQ protocol in CDMA Rayleigh fading channels. In chapter 5, we analyzed the performance of the error control protocol for two extreme channel conditions: the memoryless channel where ideal interleaving is assumed to make the channel independent, and a highly correlated quasi-static channel. We investigated three major performance criteria, namely reliability, throughput, and transmission delay.

In the case of the perfectly interleaved Rayleigh fading channel, the capability of hybrid ARQ protocols can be evaluated through simple analysis. For the highly correlated channel, we proposed a quasi-analytical method to study and evaluate the performance of the hybrid protocol. The proposed analysis is based on two-state Markov modeling of the channel behavior in terms of errors at different levels of the link. Two main parameters have been emphasized in the analysis: the number of retransmission attempts, and the RS symbol interleaving depth. Unlike simulation-based performance evaluation, the use of Markov modeling is not compute intensive. Therefore, the investigation of the performance metrics was conducted for a wide range of levels of ARQ truncation and outer interleaving depth.
values.

The performance analysis results reported in chapter 5 have shown that both the transmission delay and data Frame Error Rate (FER) can be greatly reduced by incorporating a RS code into the link. While the RS error correction capability increases the system reliability, the RS symbol interleaver has been found to be unnecessary, thus eliminating the delay that would otherwise occur if interleaving/deinterleaving operations were to be performed.

The hybrid ARQ protocol has to be deployed and its performance analyzed while taking into consideration the transmission application. Special attention has been given to low-delay applications. Therefore, the number of retransmissions has to be kept to minimum, and symbols in error that are uncorrected by the channel error control coding are left for the error resilient source decoder to be detected and concealed. The truncated protocol thus provides improvements over the untruncated protocol in the following aspects:

- The throughput efficiency of the truncated protocol is improved compared to the untruncated protocol.
- Extensive buffering, impractical in real implementation, is avoided.
- The truncated protocol always leads to bounded delay. It is therefore best suited not only for power-limited but also delay-limited applications.

One of the drawbacks of using truncation is the reduction in the protocol reliability. However, it is important to consider reliability in terms of the overall system performance. In fact, the source decoder does not merely decode the data delivered by the channel decoder; it also uses its constraining coding conditions and the error resilience tools to increase this reliability.

8.1.3 Error resilient coding

The third focus of this research was to study the performance of our coding scheme along with the deployment of the hybrid error control protocol for transmitting images over wireless channels for a wide range of QoS requirements. Two major QoS requirements have been considered: high quality of the decoded images and low-delay transmission.

When transmitting coded images over wireless channels, the compression algorithm must not only meet a good rate-distortion performance criterion but must also be resilient to
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In order to meet these performance criteria, two error-resilient source coding schemes have been proposed, namely, the error resilient VB 2D-CELP coding scheme, and a layered scheme based on the error sensitivity of the coded bit-stream and the use of unequal error protection. Furthermore, the error detection capabilities of channel coding are used by error-resilient source decoding algorithms to give them knowledge of where the errors are and how many there are. This was shown to be useful for increasing the system performance in terms of quality of the decoded images.

In chapter 6, we investigated the transmission of VB 2D-CELP coded images over the noisy channels considered. The study described aspects relating to the design of a robust coding scheme. The performance of error-resilient coding was evaluated and image transmission results were compared under different channel conditions.

Since a limited amount of channel error protection does not guarantee an error-free bit-stream at the receiver, the source decoder is required to take the loss of information into account. A study of the error sensitivity of the VB 2D-CELP coded bit-stream revealed that the loss of image quality is particularly severe because of the use of Variable Length Coding (VLC). However, we proposed to use the constraining coding conditions to reduce the effect of errors on the variable-length coded data. The proposed error-resilient tools consist in partitioning the image to be coded into a fixed number of large blocks which are referred to as slices. Each slice is detected at the source decoder using a start-of-slice code. However, inside the slice, variable-block-size coding with variable-length codes is used. In this way, the effect of transmission errors is restricted to a slice where transmission errors occur. If a data frame is not acknowledged at the channel decoder, then the source decoder discards that data frame but not all of the remaining data in the slice under decoding process if this data is contained in a correctly received frame. This is accomplished through use of backward decoding. In order to mitigate the effect of erroneously received blocks on the two-dimensional prediction used for the neighboring image blocks, only the image blocks that are reconstructed are used in predicting a block under the decoding process. Blocks that are identified to be in error are replaced by previously reconstructed neighbor blocks, or only lines of pixels of these blocks. In this way, the effect of errors does not propagate through the image.

The proposed scheme referred to as the GOB scheme, implements simple error detection and concealment techniques that are based on the constraining coding conditions. The scheme has been shown to give significant improvements for noisy channels by hiding visible
distortion as well as possible, and with an insignificant increase in the source coding bit-rate.

Experiments have also shown that there is little value in providing outer interleaving that has previously been demonstrated to yield increase in the transmission delay. However, the ability of the source decoder to reveal the effect of erroneous or incorrectly received data has been shown to increase the image transmission performance. The effectiveness of the error resilient tools implemented in the source codec suggests that error detection and concealment is an important part of any error-resilient encoder. There are probably advantages in more sophisticated schemes but our interest is in simple techniques that do not yield an increased coding complexity but rather use the source encoder ability to simply conceal the effect of lost data using its coding particularities.

The above mentioned coding particularities were introduced in chapter 7, where error resilience was based on the separation of the zero-input response (ZIR) and zero-state response (ZSR) of each block. Even though this notion is not new, its proper deployment in the context of variable block-size 2D coding constitutes another contribution of this work.

Based on separation of ZIR and ZSR, we proposed to conceal the erroneously received blocks through generation of the ZIR and using it as the reconstructed block. This was motivated by the fact that the ZIR is function of the previously reconstructed vectors only, whereas the ZSR is a function of the selected residual code-vector. For the purpose of providing an error resilient VB 2D-CELP coding scheme, a deep error sensitivity analysis was conducted. Depending on the information to be transmitted from the source decoder, different cases of study were analyzed. The bit-stream was found to exhibit in each case a different sensitivity to channel errors.

In order to exploit the error resilience of the coder based on the separation of ZIR and ZSR, we found that the predictor information and the coding block-size need to be perfectly recovered at the decoder side. Consequently, it was proposed that this information be transmitted separately from the residual code-vector index, with high error protection. In order to provide robust and efficient transmission, the choice of channel error control strategy was investigated based on the source coding scheme requirements.

Under a combined source/channel coding investigation, the analysis resulted in partitioning the coded image data into two types of information based on their different sensitivity to channel errors and their impact on error resilience. We therefore proposed an organization of the variable-length data produced by the compression scheme to provide
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much greater resilience to channel errors in addition to an unequal error protection strategy. For the purpose of reducing delay, but still maintaining high quality of decoded images, we proposed to maximize the channel error-control performance with minimum redundancy, delay, and complexity.

The untruncated hybrid ARQ protocol was used to ensure error-free transmission of the sensitive sections of the coded bit-stream, and truncation was used for the other type of information. In the limiting case of error control protocol, we could even afford to use only FEC for this data. In this way, the delay due to multiple ARQ retransmissions was minimized since only a fraction of the image bit-stream rather than the entire bit-stream is transmitted using retransmissions.

Experimental results of image transmission over wireless channels showed the superiority of the proposed ZIR coding scheme over the GOB scheme. In fact, for the same compression parameters, the volume of coded data by the ZIR scheme is always lower than that provided by the GOB scheme, and the ZIR scheme was shown to yield reduced image transmission delay. However, it is important to mention that under severe channel conditions, higher quality of decoded images is to be favored over shorter delay because no matter how error-resilient any of the coding scheme is, excessive channel-error control is required.

8.1.4 Combined source/channel coding strategies

Based on the potential of the ZIR scheme to provide resilience to channel errors, the last contribution of the dissertation consists in the design of a combined source/channel coding scheme for robust transmission with low delay through coding with dynamic rate-control and unequal error protection. The motivation is the improvement of the quality of decoded images based on the adjustment of the relationship between the source encoder compression parameters, the channel error control strategy and the channel conditions.

In chapter 7, we proposed a coding control technique that dynamically adapts the source coder rate to the channel condition in order to transmit coded image data with low delay. An important aspect of this work consists in the deployment of the ARQ based error control protocol to take into consideration the channel condition, as well as the image characteristics and transmission requirement, in order to reduce the delay while ensuring decoded images of higher quality.

In the case of degrading channel conditions, an increase in the transmission delay may
result due to the use of ARQ. Therefore, we decreased the volume of coded data when the channel is in poor condition in order to decrease the amount of data to be transmitted with ARQ, and hence reduce the image transmission delay. The approach proposed to dynamically adapt the coder rate according to the channel condition was based on counting the number of negative acknowledgments (NAK) received by the transmitter. The scheme operates in a combined source/channel coding manner by taking into consideration the channel condition to dynamically adjust the source coding parameters so that the unequal error protection operates optimally with reduced redundancy through reduced retransmissions.

The results provided in this context have been based on a comparative study between a conventional scheme and our proposed scheme. The conventional scheme was a GOB-type scheme, where the bit-stream consists of a single data type that is equally protected using the truncated protocol. The proposed scheme is a ZIR-type scheme. The compression parameters are varied, causing varying partitioning of the coded data on which unequal error protection is activated.

In order to provide a basic performance evaluation of the proposed approach, we considered transmission of a sequence of images where, for simplicity, multiple copies of the same image constitute the sequence. We evaluated the performance of the proposed dynamic rate control approach, and found that in conjunction with error resilient tools, an intelligent source coder control can provide high robustness at low SNRs.

8.1.5 Summary of contributions

The following list summarizes the novel contributions to the field of image communications that are made in this thesis.

- Development of an efficient analysis-by-synthesis based image coding technique: the variable-block-size two-dimensional code-excited linear predictive (VB 2D-CELP) coding, with block-adaptive prediction and variable code-vector size.
  - The coding scheme implements block-adaptive prediction with variable block sizes. We use a clustering approach on a training sequence in which image blocks are classified into classes with different block sizes according to the texture of the block. Each class is allocated its own predictor and the final predictors are
determined in an iterative manner so that the total mean-squared prediction error is minimized.

- The scheme uses variable block-size quantization to adapt the coding block-size according to the local detail in the image and hence provide a better allocation of the number of bits spent per unit area. Similar to the determination of the predictors, the residual codebooks are determined using a clustering approach and an entropy code is generated based on the resulting classification.

- Performance evaluation of the transmission of VB 2D-CELP coded images over CDMA Rayleigh fading channels. To meet high reliability requirement, we investigated a type-I hybrid ARQ error control with concatenated Reed-Solomon/Convolutional coding (RS/CC). We studied the system performance for two extreme channel conditions: the perfectly interleaved channel and a quasi-static highly correlated channel. For the purpose of studying performance in low-delay applications, we investigated the effect of outer interleaving and maximum number of retransmissions.

- The performance analysis of the truncated RS/CC type-I hybrid protocol in the case of a highly correlated Rayleigh fading channel is based on a quasi-analytical method. Using a Gilbert-Elliott model with known model parameters to describe the correlation of symbols at the input of the RS decoder, we determined the RS decoder performance, and expressions of the performance metrics of the protocol. The model allows performance evaluation as a function of the RS interleaver depth and maximum number of retransmissions. We studied the system performance, namely in terms of reliability and transmission delay as a function of the RS interleaving depth and maximum number of retransmission attempts.

- For the purpose of developing a robust coding system, we proposed error-resilient tools that are implemented in the source coding scheme to mitigate the effect of uncorrected channel errors and to limit error propagation. Simple source error detection and concealment techniques are proposed based on the source coding constraining conditions. These conditions are the consequence of using variable block-size coding.

- Based on the error sensitivity of the bit-stream of coded images, we proposed and investigated strategies that combine error-resilient source coding and channel error
control for the purpose of providing robust transmission of VB 2D-CELP coded images over wireless channels.

- The error sensitivity analysis is conducted in terms of the sensitivity of the different types of information generated for each coded image block. We proposed an error resilient scheme based on the separation of the responses into zero-input response and zero-state response of each block. Even though this notion is not new, its proper deployment in the context of variable block-size two-dimensional coding constitutes a contribution of this work. The proposed error-resilient coding scheme is based on partitioning the coded data into different types of information so that error resilience is implemented with no decrease in the compression efficiency.

- The a priori knowledge of the bit-sensitivity of the different types of information of the compressed image data enabled us to perform an efficient unequal error protection for robust transmission over noisy channels.

- Finally, for the purpose of providing reliable low-delay transmission, a coding control technique that dynamically adapts the source coder rate and channel error control to the channel condition is proposed. The adaptive rate control adapts the source coder rate to the channel condition by estimating the data frame error rate at the transmitter. In this way, the compression ratio is changed so as to provide higher channel protection when the channel is severe and improve the source rate and provide better performance when the conditions are favorable. The scheme is studied in terms of both the transmission delay and PSNR performance.

8.2 Topics for future research

This research can be extended in different directions. In the following, we offer ideas for further research. These ideas are articulated about the domains of the research conducted in this thesis.
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8.2.1 Coding for image compression

The VB 2D-CELP coding system

In regard to the VB 2D-CELP coding scheme, there are issues that are worthy of further work. In fact, a closer look at the principle of variable-block-size coding reveals that there is a certain sub-optimality associated with this technique. The resulting quad-tree depends on the threshold of subdivision chosen to decide whether an image block is to be coded in its original size or to be split into sub-blocks. One question is how to incorporate a meaningful adaptivity in the segmentation process and find the optimal quad-tree that results in the minimum distortion for a given bit rate.

In the current coder design, the classes of variable-block-size coding $S^b$ for $b = b_0, \cdots, b_{\text{max}}$ are determined based on analysis of the MSPE, and the residual codebooks associated with each class are optimized for minimum distortion with a given codebook size and subdivision threshold $\Delta$.

One approach to investigate consists of solving a constrained optimization problem to jointly determine the quad-tree structure, in other terms, the optimal classes $S^b$, $b = b_0, \cdots, b_{\text{max}}$, and the codebook for each class such that the total distortion is minimized subject to a total bit budget that can be expressed in terms of entropy.

As previously mentioned, the quad-tree needs to be encoded. The segmentation can be very detailed and take a considerable part of the cost, especially at low bit rates. Also, the quad-tree structure is quite susceptible to transmission errors. Therefore, in determining and coding the quad-tree, one must use error resilient coding.

Entropy-constrained VB 2D-CELP coding

One potential direction of further research is concerned with the design of an Entropy-Constrained VB 2D-CELP source coding scheme that combines the benefits of Entropy-Constrained Vector quantization (VQ) design, and variable-block-size coding.

At low bit rates, variable-length entropy coding provides many advantages over fixed-rate transmission. Moreover, the rate-distortion theory indicates that the performance of a VQ can be optimized if entropy-constrained design is used rather than resolution-constrained one. Therefore, entropy-constrained (EC) design is proposed to optimize the VQ in our compression algorithm.
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We propose an image coding scheme using 2D-CELP with variable block-size and entropy-constrained design: Entropy-Constrained VB 2D-CELP (EC VB 2D-CELP) coding. The key aspects of this algorithm are the use of variable-block-size coding and EC-CELP design on two-dimensional signals. The variable-block-size coding combined with EC design results in a number of codebooks with the same or different constraints on the entropy.

The EC VB 2D-CELP quantization design consists of obtaining locally-optimum variable-length VB 2D-CELP coding with respect to a fidelity criterion. An extension of previous EC algorithms has to be formulated for the two-dimensional case herein. The proposed EC VB 2D-CELP algorithm uses a Lagrangian formulation similar to [124] and [122] where the mean-squared error is used as the average distortion measure.

The coding scheme is to be used in conjunction with entropy coding. An ideal entropy coder mapping based on the coded image would result in unacceptable delay. Therefore, it can be replaced by a specific entropy coder of choice. For the purpose of comparison with the non EC system developed in this work, a Huffman code can be used. Similar to the approach implemented in this work, the Huffman code can be determined based on a training sequence, which can be chosen to be the training sequence used in the generation of the VQ codebooks.

Similar to other EC coders, the EC VB 2D-CELP suffers from performance degradation associated with VLC transmission. Therefore, designing EC VB 2D-CELP with VLCs that are robust against channel errors is an important problem for wireless transmission.

EZW image coding for noisy channels

The Embedded Zero-tree Wavelet (EZW) coding algorithm has recently emerged as a powerful technique for image and video coding. Shapiro [24] proposed the original technique. Subsequent variations concentrated on complexity-performance trade-offs. Notable is the Set Partitioning in Hierarchical Trees (SPIHT) algorithm developed by Said and Pearlman [25]. Even though the algorithm achieves high coding efficiency, the built-in tree structure of the general zero-tree approach and the implicit dependence of the significance map coding method make the SPIHT algorithm excessively sensitive to channel errors [40]. In fact, even an error of a single bit can cause the loss of synchronization between the encoder and decoder. This would be even more severe in deep fades such as in the case of slow Rayleigh
fading channels. Consequently, the need of high error-resilience is particularly important for deployment of EZW-based coding algorithms over wireless channels. Currently, research is conducted in this field [48], [49].

One potential area of future research consists in the study of the performance of the SPIHT algorithm in the transmission of images over wireless channels, more specifically, over CDMA Rayleigh fading channels. In this case, the channel error control used in this work can be promising in the sense that it offers the potential of high error-correction capability and the possibility of unequal error protection. In addition, the application of robust arithmetic coding [125] is a worthy topic of investigation.

8.2.2 Channel error control

As for error control, our research can be augmented along the following veins:

- Although we retained type-I hybrid protocol over type-II for simplicity, the performance of type-II protocol can also be applied and studied. It is expected that type-II hybrid ARQ protocol will yield better performance, but at the expense of additional complexity and delay.

- In our study, the effect of errors on the feedback channel has been neglected for simplicity. However, performance of the error control protocol taking into consideration the effect of feedback errors is to be evaluated.

- The performance analysis of the RS/CC type-I ARQ protocol suggests that the transmission delay and the protocol error probability of an ARQ-based protocol can be greatly reduced by incorporating a Reed-Solomon code into the protocol. However, when a retransmission is requested, the corresponding frame is rejected. Therefore, one potential area for further work is to employ selective-combining techniques which would decrease the number of retransmissions required for a frame to be delivered to the source decoder. We might also explore the highly likely performance improvement that could be offered by a hybrid ARQ protocol with selective combining scheme using Rate-compatible Punctured Convolutional (RCPC) codes on CDMA Rayleigh fading channels. However, it is important to mention that the selective combining scheme causes delays at the receiver because of the increased decoding process. Although
this delay can be reduced by parallel processing techniques, the overall image trans-
mission performance has to be analyzed without neglecting the trade-offs between,
complexity, robustness, and delay.

- For high QoS requirements, particularly important in the context of wide-band CDMA
  systems, powerful channel error control is required [4], such as RS/CC concatenated
coding or novel coding schemes like Turbo codes and combined coding and modu-
lation. Turbo codes are receiving increased interest, and recently extensive research
is being conducted on the structure and performance of this new coding scheme.
More recently, the application of Turbo codes for robust transmission of images over
noisy channels has been introduced. Over channels with independent errors, Turbo
codes have been shown to yield improvement over the use of convolutional codes,
improvement that can be significant if Reed-Solomon code is also used to aid Turbo
decoding [126]. The performance of Turbo codes on Rayleigh fading channel with
non-independent errors is yet to be defined, and current research is being conducted
in this field. One direction of future work is to study the performance of the hybrid
protocol studied in this work using concatenated coding and Turbo codes instead
of the convolutional code. By using a more powerful channel coding such as rate
1/3 Turbo code, one can conceivably increase the channel error correction capability.
The trade-off for better reconstructed image quality is a longer delay and additional
processing power demanded by the Turbo code algorithm.

8.2.3 Transmission environment

Only transmission on the uplink was considered in this work. One can consider the study of
the performance of our coding scheme for robust transmission of images over the downlink.

The emphasis of this work has been given to the performance aspects of a transmission
system using an outer RS code with fixed error correction capability, a constant signaling
bit rate, and two extreme transmission channel models. The image transmission results
were provided for these channel models so that the performance evaluation of our coding
scheme is studied for practical limiting channel conditions in a practical transmission en-
vironment. This was mainly to avoid studying the system performance for a wider range
of system parameters and channel models and concentrate on more fundamental issues,
namely compression, error resilience, image transmission with different quality of service
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requirements, and efficient error control strategies to provide robust image transmission over CDMA fading channels.

The investigation can be extended to the study of the performance of the error control protocol for a wider range of transmission parameters, namely as a function of the Doppler frequency and transmission rate, as well as a function of the RS coding parameters.

8.2.4 Error resilience

Our main suggestions in regard to issues of error resilient coding are summarized as follows:

- Our source coding scheme functions by splitting the input image into blocks and producing variable-length coded data for each block. In the simplest case, these variable-length coded data are transmitted consecutively, and infrequently introduced synchronization codewords are used to provide occasional synchronization. Although the redundant information is not significant, decoding VLC data might result in shifting of the decoded blocks. A solution is to continue this research by applying an error resilient method for encoding the VLC data, such as the Error-Resilient Entropy Code (EREC) method originally proposed in [127]. This method has found a popularity in the field of error resilient coding [22] especially that it performs well for both random and burst errors. Due to the additional complexity introduced by the application of this technique, we can apply the algorithm to the more important information only. In other words, in the scheme based on separation of the ZIR and ZSR, we can use the EREC for type-I data only. As a consequence, the untruncated protocol will not be as crucial for this data, which would lead to a decrease in the image transmission delay as well as an increase in the error resilience.

- In this work, the error detection and concealment techniques implemented in the coding scheme are based on the source coding constraining conditions. One potential area for further work is to use retransmission with diversity-combining in source coding. The idea is to introduce redundancy in the bit-stream of the coded image and to use layered coding where the basic layer is exactly identical to the GOB scheme coded bit-stream and the higher layer consists of type-I data. In order to reduce the overhead redundancy, we can also limit type-I data to a minimum, using, for instance, only predictors corresponding to the largest coding block-size.
With such a scheme, the error control protocol can allow only one retransmission. In the first transmission, data from the basic layer is transmitted. If a NAK is received for the frame, a retransmission is performed. However, in this case, the corresponding type-II data is transmitted rather than the original data. At the decoder side, the first transmission is combined with the retransmission packet to try decoding the image blocks based on the information from both available frames or generate ZIR reconstructed blocks. In fact, one transmitted frame can be error-prone, however, the retransmission packet can be error-free or with fewer errors. Therefore, we can recover more information with the source diversity-combining approach.

8.2.5 Image transmission performance evaluation

Performance evaluation is dependent on an appropriate objective measure of image quality. As has been noted, PSNR is not particularly a good measure of image quality in the presence of channel errors. A large number of images need to be processed in order to obtain statistically relevant results for events such as channel errors that are not evenly distributed throughout the decoded image.

We measured the transmission performance in terms of Minimum, Maximum, and Mean PSNR over a number of coded images transmitted sequentially over the wireless channels. Since subjective testing on a statistically large enough set of corrupted images becomes impractical for low error rates, there is a need for good objective measure of image and video quality in the presence of channel errors. The performance analysis using a reliable objective quality measure is suggested for future research. Such a measure will give objective results that are related to subjective image quality to describe several concepts including annoyance, acceptability, and intelligibility.

8.3 Concluding remarks

In theory, the process of source and channel coding can be separated without loss of optimality. This result does not necessarily suggest an optimal solution to the problem of communicating visual or audio signals over wireless channels with high perceptual fidelity, robustness, bit-rate efficiency and low delay.

Traditionally, source and channel coding have had complementary roles in digital communication. The source coder tries to minimize the bits-per-sample for high-quality signal
representation, while the channel coder (modulator and error protection system) attempts
to maximize the bits-per-second-per Hertz that can be used on a transmission or storage
medium to represent the digitally coded signal, without causing an unacceptable probabil-
ity of bit error. While these complementary roles continue and will still be used in future
technology, it becomes increasingly important to define interactive and joint designs of the
source and channel coding algorithms, especially in the context of wireless communications.

This dissertation confirms that high data-compression ratio and high error-resilience
are conflicting requirements. In fact, as the compression rate is higher, a channel error
influences a wider range of decoded data. Therefore, error robustness and resilience are
important issues for an image coding scheme to be used for transmission over wireless
networks. Moreover, when setting stringent constraints on QoS requirements such as re-
liability and maximum transmission delay in an environment characterized by bursts of
errors, not only robust source coding is required, but also powerful channel error control.
In our opinion, the best scenarios arise when the source and channel interact in order to
meet the transmission requirements without decreasing the system capacity, or yielding
complexity. For example, if the output of a source coder can be categorized into parts of
varying sensitivity to bit errors in transmission, a given total overhead for error protection
can be used in an unequal error protection scheme that will have the final effect of extend-
ing the range of channel quality over which a specified quality of signal communication can
be maintained.

This work has been largely aimed at developing a new image coding scheme that im-
plements error resilience with no (or insignificant) addition of redundant information. In
order to communicate images over wireless channels, we found that it is advantageous to
use a combination of error-resilient source coding and channel error-control techniques. In
such systems, the channel coding is used to highly protect the vital source data, while the
error resilient coding methods will be a fall back when the channel conditions deteriorate
to a point where the channel coding becomes ineffective, or for burst errors that exceed the
channel error correction capability. Furthermore, the error detection capabilities of channel
coding should be used by error resilient source decoding algorithms to give them knowledge
of where the errors are and how many there are. This could be useful for adaptively varying
the amount of error detection and concealment.

The main coding tools implemented in this work are Vector Quantization and hybrid
channel error control coding. These techniques have been very active areas of research
because of their effectiveness in achieving efficient compression, and reliable digital transmission. These coding techniques will continue to play an important role in the design of modern communication systems especially with the active development of VLSI technology that has reduced the cost of coding systems by many orders of magnitudes. Future generations of technology are expected to continue this trend and more sophisticated hybrid source/channel coding schemes will certainly become an economic necessity.

In summary, this dissertation presented a global study of an image coding technique and its deployment in conjunction with channel error control to provide robust transmission in a CDMA environment. As the demand for multimedia services through mobile communication will continue to grow, the research into this area will actively continue and suitable standards are yet to be defined, especially with the coming of next generation wide-band wireless communications.
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