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Abstract

Neural networks have recently been introduced to the microwave area as a fast and flexible vehicle for microwave modeling, simulation and optimization. This thesis represents a new research direction in this area, i.e., incorporating microwave knowledge into neural network models. Two approaches utilizing functional and structural microwave knowledge are proposed in the thesis. They are used for efficient modeling of active and passive microwave components and for the development of libraries of microwave neural models.

In the first approach, a novel neural network structure, namely functional knowledge based neural network (KBNN), is proposed where microwave empirical or semi-analytical information is incorporated into the internal structure of neural networks. The microwave knowledge complements the capability of learning and generalization of neural networks by providing additional information which may not be adequately represented in a limited set of training data. Such knowledge becomes even more valuable when the neural model is used to extrapolate beyond the training-data region. A new training scheme employing the gradient-based $l_2$ optimization technique is developed to train the KBNN model. The proposed technique can be used to model passive and active microwave components with improved accuracy, reduced cost of model development and less need of training data over conventional neural models for microwave design.

The second approach addresses the development of libraries of neural models for passive and active components, a task with a potential significance for many microwave simulators. Developing libraries of neural models is very costly due to massive data generation and repeated neural network training. A new hierarchical neural
network approach is proposed, allowing both microwave functional knowledge and library inherent structural knowledge to be incorporated into neural models. The library models are developed through a set of base neural models, which capture the basic characteristics common to the entire library, and high-level neural modules which map the information from base models to the library model outputs. The proposed method substantially reduces the cost of library development through reduced need for data collection and shortened time of training. The technique is demonstrated through transmission line and FET library examples.
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\( \xi_{jik} \) - Weight parameter which weights the modulation effect of the \( kth \) normalized region neuron output to the \( ith \) knowledge neuron output in the activation function of the \( jth \) output neuron of KBNN

\( x \) - A \( N_x \)-vector containing parameters of a given device or a circuit

\( x_p \) - A \( N_x \)-vector representing the \( pth \) sample of \( x \)

\( X \) - Input layer of KBNN

\( X^n \) - Input vector of the \( nth \) library model

\( X^{n,k} \) - Input part of the \( kth \) training sample for the \( nth \) library model

\( X_B^j \) - Input vector of the \( jth \) base model

\( X_B^{j,k} \) - Input part of the \( kth \) training sample for the \( jth \) base model

\( y_{pk} \) - \( kth \) output of the neural network when the input presented to the network is \( x_p \)

\( \tilde{y}_i^l \) - Output of \( ith \) neuron of \( lth \) layer of feedforward neural networks

\( y \) - A \( N_y \)-vector containing the responses of a given device or a circuit under consideration

\( Y \) - Output layer of KBNN

\( Y^n \) - Output vector of the \( nth \) library model

\( Y_B^j \) - Output vector of the \( jth \) base model
$z_i$ - Output of the $ith$ knowledge neuron in KBNN

$z$ - Output vector of low level neural modules in hierarchical neural network structure

$z_i^n$ - Output vector of the $ith$ low level neural module for the $nth$ library model

$Z$ - Knowledge layer of KBNN

$Z^n$ - Input vector of the high level neural module of the $nth$ library model

$Z^{n,k}$ - Input part of the $kth$ training sample for the high level neural module of the $nth$ library model
Chapter 1

Introduction

1.1 Motivations

The effective use of computer aided design tools in both electrical and physical design stages are important in designing RF and microwave circuits and systems with shrinking design margins and expanding system complexities. The need to reduce design iterations of such systems further demands that the tools be fast and reliable.

At high frequencies, conventional empirical and electrical models are not sufficient, especially for today's drive for first-pass design success. Detailed electromagnetic (EM) models and physics-based models of passive and active components become important. However, these models are computationally intensive because the model evaluation typically involves numerically solving partial differential equations. On the other hand, the desire to reduce time-to-market leads to the trend of increased use of upfront computer simulation instead of hardware prototyping, where many behaviors of the circuits and systems such as performance, manufacturability, electrical and physical reliabilities, can be predicted by computers before hardware implementation. Statistical analysis and yield optimization are among the key components in modern CAD tools in order to meet these requirements. Statistical design is a highly repet-
itive process in which component models and circuits need to be solved repetitively following known or assumed statistical distributions leading to more intensive computations. With the trend towards more functionalities within one system, the size and complexity of the circuits and systems that need to be solved tend to increase steadily. This results in not only analysis of large scale problems but also evaluation of large number of components. Statistical analysis coupled with the large scale and massive analysis of EM or physics-based models becomes a computationally prohibitive task. Addressing this challenge is one of the motivations of this thesis work. Fundamental to CAD tools is that all components are represented by mathematical models. The accuracy and efficiency of model evaluations will have a significant impact on many levels of circuit design including modeling, simulation, optimization, statistical and yield design. Empirical models, which assume simple mathematical relationships of the components, were developed to speed up model evaluations. Simpler models are fast but are often under limited assumptions or mismatch may occur between computer solutions and hardware measurements thus prolonging design cycle. This contradiction in the choice between reliability and efficiency of models exists in most standard modeling approaches.

Artificial neural networks are information processing systems inspired by the ability of human brain to learn from observations and to generalize by abstraction. The fact that neural networks can learn totally different things, led to their use in diverse fields such as pattern recognition, speech processing, control, medical applications and more. Since the introduction of neural networks into the microwave area in 1993, neural networks have gradually gained attention as a fast and flexible vehicle to circuit modeling, simulation and optimization. Neural networks enjoy the advantage of learning from given examples, and have the ability to generalize. Once trained by
corresponding microwave data which are obtained through solving original EM and physics problems or through measurement, neural networks can be used for rapid estimation of microwave component and circuit performances in highly repetitive design processes such as optimization and statistical design. By combining the fast evaluation capability of neural networks and the detailed EM/physics effects in the original problem, the new approach breaks the aforementioned contradictions and offers both speed and accuracy. How to fully explore this new area and to further develop efficient neural model methodology becomes another motivation.

By nature, neural networks are very fast in model evaluation because of simple function evaluations and easy weighted sum operations used inside neural networks. They are usually considered as black box models structurally embedding no problem-dependent information. The capability of neural networks to model EM/physics effects comes from its training by microwave data samples. Large amount of training data is usually needed to ensure adequate modeling of EM/physics effects. However, in microwave applications, obtaining a relatively large set of training data by either EM/physics simulation, or by measurement, can be expensive and/or difficult. The underlying reason is that simulation/measurement may have to be performed for many combinations of geometrical/material/process parameters. Therefore, there is a serious need to develop neural network models in the presence of limited training data. Using standard neural network structures, the model accuracy would be poor due to limited information available to learn from. On the other hand, engineers in the microwave area have rich empirical experience with components and circuits. Especially, many empirical models exist which can provide estimates of component and circuit behavior without training data. The gap between these empirical experience and the learning ability of neural networks motivates us in the search for a new
technique that has the potential to remedy the weakness of both empirical models and normal neural network models.

As the applications of neural networks in the electronics and microwave system design grow, more and more components will need to be modeled by neural networks. In a brute-force way, these component neural models can be treated individually and trained from scratch. Development of large number of neural models is therefore very time consuming. This thesis also deals with such a new scenario in this research area, that is, the development of sets of neural models. In reality, electronics and microwave components are usually grouped into libraries in commercial CAD tools. The effectiveness of CAD tools in the analysis and design of microwave systems depends on the richness and accuracy of the libraries of models. An algorithm for tackling such massive neural network development is one of the challenges that need to be addressed. Issues associated with library problems which are expected to be different from those of pure component model problems need to be identified and utilized.

1.2 Contributions

The objectives of this thesis are to incorporate prior knowledge into neural network structure and the framework for developing a library of neural models for microwave design. The author contributed substantially to the following original developments presented in this thesis:

(1) : A novel neural network structure, called the Knowledge Based Neural Network (KBNN) structure, which incorporates the microwave empirical knowledge directly into the neural network structure and reduces the need for large amounts of training data while maintaining model accuracy [1]. A detailed formulation
of the novel trainable structure, featuring multiple sets of knowledge neurons and the mechanism to switch among them, is developed. The advantages of KBNN are demonstrated through various passive and active microwave component neural models.

(2) A training method for Knowledge Based Neural Network structure featuring gradient based $l_2$ optimization. A generalized error backpropagation step is derived allowing derivative information of KBNN be calculated for every weight of the structure.

(3) A knowledge based hierarchical framework for developing a library of neural models, which significantly reduces the total number of training samples and overall development cost of library of neural models [2]. Component neural models are of hierarchical structures with two levels of modules, i.e., low- and high-level neural modules. A detailed formulation incorporating both functional and structural microwave knowledge into library development is developed. It is demonstrated through various libraries of passive and active microwave component models.

(4) A step-by-step algorithm for systematic development of a neural model library. The algorithm defines the sequence of module development and allows the reuse of base models throughout the library development.

(5) An object-oriented computer software package for neural network training and other utilities written in C++, which accommodates a very flexible and novel neural network structure description allowing arbitrary connections of neurons and user-defined activation functions for neurons.
1.3 Outline of the Thesis

The thesis is organized as follows.

In Chapter 2, a review of the literature is presented. Neural network applications in the microwave design area are first reviewed. A detailed review of various neural network structures and training algorithms useful to microwave design is then presented together with the examples to illustrate the comparisons of different structures and training algorithms. A review of high speed interconnect optimization featuring neural network models is also conducted.

Chapter 3 introduces a novel neural network structure, namely Knowledge Based Neural Networks. The structure features several groups of non-fully-connected neurons. A detailed description and discussion of each type of neuron is presented. A new training method utilizing a generalized error backpropagation for gradient calculation is developed for this structure. An example is included at the end of this chapter to illustrate the behavior and advantage of this proposed structure over traditional Multilayer Perceptrons (MLP).

In Chapter 4, three application examples of Knowledge Based Neural Networks are presented, namely circuit waveform modeling, transmission line modeling and physics-based MESFET modeling. It is demonstrated that the proposed technique enhances neural model accuracy, especially for unseen data, and reduces the need for large sets of training data.

Chapter 5 presents a knowledge based hierarchical neural network framework for the development of a library of neural models. The description starts with a statement of the problem of library development. In this hierarchical framework, base models are first defined. Hierarchical neural models are created for each component of library.
An algorithm is presented in this chapter which permits the hierarchical neural models to be developed systematically.

In Chapter 6, three examples of neural model library development are presented, namely, libraries of stripline models, microstrip models and physics-based MESFET models. The proposed knowledge based hierarchical method is compared with the conventional method of neural model development in these library examples. The proposed hierarchical approach substantially reduces the cost of library development due to less data collection and shorter training time, and at the same time improves model reliability.

Finally, Chapter 7 describes the conclusions and makes suggestions for the future.
Chapter 2

Literature Review

2.1 Neural Network Applications in Microwave Design

The drive for manufacturability-oriented design and reduced time-to-market in the microwave industry require design tools that are accurate and fast. Statistical analysis and optimization with detailed physics/EM models of active/passive components can be an important step towards a design for first-pass success, but it is computationally intensive. In the recent years a novel CAD approach based on neural network technology has been introduced in the microwave community, for the modeling of passive and active microwave components [1] [3] [4] [5] [6], and microwave circuit design [3] [5] [7] [8]. A neural network model for a device/circuit can be developed by learning and abstracting from measured/simulated microwave data, through a process called training. Once trained, the neural network model can be used during microwave design to provide instant answers to the task it learnt [1]. Recent work by microwave researchers demonstrated the ability of neural networks to accurately model a variety of microwave components, such as microstrip interconnects [1] [4] [9], vias [4] [10], spiral inductors [6] [11], FET devices [1] [12] [13] [14],
HEMT devices [15] [16], power transistors and power amplifiers [17], coplanar waveguide (CPW) circuit components [5], packaging and interconnects [18] etc. Neural networks have been used in circuit simulation and optimization [3] [14] [19], signal integrity analysis and optimization of VLSI interconnects [9] [18], microstrip circuit design [20], microwave filter design [21], IC modeling [12], process design [22], synthesis [7] [23], Smith Chart representation [8] and microwave impedance matching [24]. The neural network technologies have been applied to microwave circuit optimization and statistical design with neural network models at both device and circuit levels [3] [13]. These pioneering work helped to establish the framework of neural modeling technology in microwave applications. Neural models are much faster than original detailed EM/physics models [1] [3], more accurate than polynomial and empirical models [25], allow more dimensions than table lookup models [26] and are easier to develop when a new device/technology is introduced [19].

Neural network structures and training are two of the most important issues in applying neural networks for solving engineering problems. Theoretically, neural network models are black box models, whose accuracy depends on the data presented to it during training. A good collection of the training data, i.e., data which is well-distributed, sufficient and accurately measured/simulated, is the basic requirement to obtain an accurate model. However, in the reality of microwave design, training data collection/generation may be very expensive/difficult. There is a trade off between the amount of training data needed for developing the neural model, and the accuracy demanded by the application. Other issues affecting the accuracy of neural models are due to the fact that many microwave problems are non-linear, non-smooth, or containing many variables. An appropriate structure would help to achieve higher model accuracy with fewer training data [27]. For example, a feedforward neural
network with smooth switching functions in the hidden layer is good at modeling smooth, slowly varying nonlinear functions, while a feedforward neural network with Gaussian functions in the hidden layer could be more effective in modeling nonlinear functions with large variations. The size of the structure, i.e., the number of neurons, is also an important criterion in the development of a neural network. Too small a network cannot learn the problem well, but too large a size will lead to over-learning.

Training algorithms are an integral part of neural network model development. An appropriate structure may still fail to give a better model, unless trained by a suitable training algorithm. A good training algorithm will shorten the training time, while achieving a better accuracy. The most popular training algorithm is Back Propagation (BP), which was proposed in mid 1980's. Later, a lot of variations to improve the convergence of BP were proposed. Optimization methods such as second order methods and decomposed optimization have also been used for neural network training in recent years. A noteworthy challenge encountered in the neural network training is the existence of numerous local minima. Global optimization techniques have been combined with conventional training algorithms to tackle this difficulty.

2.2 Neural Based Microwave Modeling: Problem Statement

Let \( x \) be a \( N_x \)-vector containing parameters of a given device or a circuit, e.g., gate length and gate width of a FET transistor; or geometrical and physical parameters of transmission lines. Let \( y \) be a \( N_y \)-vector containing the responses of the device or the circuit under consideration, e.g., drain current of a FET; or S-parameters of transmission lines. The relationship between \( x \) and \( y \) may be multidimensional and
nonlinear. In the original EM/circuit problems, this relationship is represented by

\[ y = f(x), \]  \hspace{1cm} (2.1)

Such a relationship can be modeled by a neural network, by training it through a set of \( x - y \) sample pairs given by

\[ \{(x_p, d_p), \quad p = 1, 2, \ldots, N_p\} \]  \hspace{1cm} (2.2)

where \( x_p \) and \( d_p \) are \( N_x \)- and \( N_y \)-dimensional vectors representing the \( p \)th sample of \( x \) and \( y \) respectively. This sample data called the training data is generated from original EM simulations or measurement. Let the neural network model for the relationship in (2.1) be represented by

\[ y = \tilde{f}(x, w) \]  \hspace{1cm} (2.3)

where \( w \) are the parameters of the neural network model, which is also called the weight vector in neural network literature, and \( x \) and \( y \) are called the inputs and outputs of the neural model. The definition of \( w \), and how \( y \) is computed through \( x \) and \( w \) determine the structure of the neural network. The neural model of (2.3) will not represent the original problem of (2.1), unless the neural model is trained by data in (2.2). A basic description of the training problem is to determine \( w \) such that the difference between the neural model outputs \( y \) and desired outputs \( d \) from simulation/measurement

\[ E(w) = \frac{1}{2} \sum_{p=1}^{N_p} \sum_{k=1}^{N_y} (y_{pk} - d_{pk})^2 = \frac{1}{2} \sum_{p=1}^{N_p} \sum_{k=1}^{N_y} (\tilde{f}_k(x_p, w) - d_{pk})^2 \]  \hspace{1cm} (2.4)

is minimized. In (2.4) \( d_{pk} \) is the \( k \)th element of vector \( d_p \), \( y_{pk} \) is the \( k \)th output of the neural network when the input presented to the network is \( x_p \), and \( \tilde{f}_k(.) \) is the
Once trained, the neural network model can be used for predicting the output values given only the values of the input variables. In the model testing stage, an independent set of input-output samples, called the testing data is used to test the accuracy of the neural model. Normally, the testing data should lie within the same input range as the training data. The ability of neural models to predict $y$ when presented with input parameter values $x$, never seen during training is called the generalization ability. A trained and tested neural model can then be used online during microwave design stage providing fast model evaluation replacing original slow EM/Device simulators. The benefit of the neural model approach is especially significant when the model is highly repetitively used in design processes such as, optimization, Monte Carlo analysis and yield maximization.

When the outputs of neural network are continuous functions of the inputs, the modeling problem is known as regression or function approximation, which is the most common case in microwave design area. In the next section, a detailed review of neural network structures used for this purpose is presented.

### 2.3 Neural Network Structures

In this section, different ways of realizing $y = \tilde{f}(x, w)$ are described. The definition of $w$ and how $y$ is computed from $x$ and $w$ in the model determine different neural model architectures.

#### 2.3.1 Standard Feedforward Neural Networks

Feedforward neural networks are a basic type of neural networks capable of approximating generic classes of functions, including continuous and integrable ones [28]. An important class of feedforward neural networks is Multilayer Perceptrons (MLP).
Figure 2.1: Multilayer Perceptron (MLP) structure. Typically, the network consists of an input layer, one or more hidden layers and an output layer.
and the hyperbolic tangent function

\[ \sigma(t) = \frac{(e^t - e^{-t})}{(e^t + e^{-t})}. \]  

(2.11)

All these functions are bounded, continuous, monotonic and continuously differentiable. Training parameter vector \( w \) includes

\[ w = \begin{bmatrix} w_{i,j} & j = 1, \ldots, N_{i-1}, & i = 1, \ldots, N_i, & l = 1, \ldots, N_h; \\
\theta_{i} & i = 1, \ldots, N_i, & l = 1, \ldots, N_h; \\
u_{ki} & i = 1, \ldots, N_{N_h}, & k = 1, \ldots, N_y; \\
\beta_{k} & k = 1, \ldots, N_y. \end{bmatrix} \]  

(2.12)

It is well known that a two-layered MLP (no hidden layers) is not capable of approximating generic nonlinear continuous functions [29] [30]. The universal approximation theorem [31] [32] states that a 3-layer perceptron, with one hidden sigmoidal layer, is capable of modeling virtually any real function of interest to any desired degree of accuracy, provided sufficiently many hidden neurons are available. As such, failure to develop a good neural model can be attributed to inadequate learning, inadequate number of hidden neurons, or the presence of a stochastic rather than a deterministic relation between input and output [32].

However, in reality a neural network can only have a finite number of hidden neurons. Usually, 3 or 4 layered perceptrons are used in neural modeling of microwave circuit components. Neural network performance can be evaluated in terms of generalization capability and mapping capability [33]. In the function approximation or regression area, generalization capability is a major concern. It is shown in [34] that four-layered perceptrons are not preferred in all but the most esoteric applications in terms of generalization capability. Intuitively, four-layered perceptrons would perform better in defining the decision boundaries in pattern classification tasks because of an additional nonlinear hidden layer resulting in hierarchical decision boundaries. This has been verified in [33] for the mapping capability of the network.
Feedforward neural networks which have only one hidden layer, and which use radial basis activation functions in the hidden layer, are called Radial Basis Function (RBF) networks. Radial basis functions are derived from the regularization theory in the approximation of multivariate functions [35] [36]. Park and Sandberg showed that RBF networks also have universal approximation ability [37] [38]. Universal convergence of RBF nets in function estimation and classification has been proved by Krzyzak et al. [39].

The output neurons of RBF networks are also linear neurons. The overall input-output transfer function of RBF networks is defined as

\[ y_k = \sum_{i=1}^{N_i} v_{ki} \sigma(||x - \theta_i||), \quad k = 1, \ldots, N_y \]  

(2.13)

where \( \theta_i \) is the center of radial basis function of the \( ith \) hidden neuron, \( v_{ki} \) is the weight of the link from \( ith \) hidden neuron to the \( kth \) output neuron. Some of the commonly used radial basis activation functions are [40]

\[ \sigma(t) = exp\left[-\left(\frac{t}{\vartheta}\right)^2\right] \]  

(2.14)

\[ \sigma(t) = (c^2 + t^2)^{\zeta}, \quad 0 < \zeta < 1 \]  

(2.15)

where (2.14) is the Gaussian function, (2.15) is the multiquadratic function and, \( \vartheta, c, \) and \( \zeta \) are the function parameters. Training parameters \( w \) includes \( \theta_i, v_{ki}, i = 1, \ldots, N_i, k = 1, \ldots, N_y \) and \( \vartheta \) or \( c \) and \( \zeta \).

Although MLP and RBF are both feedforward neural networks, the different nature of the hidden neuron activation functions makes them behave very differently. Firstly, the activation function of each hidden neuron in a MLP computes the inner product of the input vector and the synaptic weight vector of that neuron. On the other hand, the activation function of each hidden neuron in a RBF network computes the Euclidean norm between the input vector and the center of that neuron.
Secondly, MLP networks construct global approximations to nonlinear input-output mapping. Consequently, they are capable of generalizing in those regions of the input space where little or no training data is available. On the contrary, RBF networks use exponentially decaying localized nonlinearities (e.g., Gaussian functions) to construct local approximations to nonlinear input-output mapping. As a result RBF neural networks are capable of faster learning and exhibit reduced sensitivity to the order of presentation of training data [41]. Consequently, a hidden neuron influences the outputs of the network only for inputs near to its center, and an exponential number of hidden neurons are required to cover the entire domain. In [42], it is suggested that RBF networks are suited for problems with smaller number of inputs.

The universal approximation theorems for both MLP and RBF only state that there exists such a network to approximate virtually any nonlinear function. However, they did not specify how large a network should be for a particular problem complexity. Several algorithms have been proposed to find proper network size, e.g., constructive algorithms [43], network pruning [44]. Regularization [45] is also a technique used to match the model complexity with problem complexity. Rational functions have also been proved to universally approximate any real-valued functions. In [46], a network architecture that uses a rational function to construct a mapping neural network has been proposed. The complexity of the architecture is still considered as a major drawback of the rational function approach, although it requires fewer parameters than a polynomial function.

2.3.2 Neural Network Structures with Prior Knowledge

Since MLP and RBF belong to the type of black box models structurally embedding no problem dependent information, the entire information about the application
comes from training data. Consequently, large amount of training data is usually needed to ensure model accuracy. In microwave applications, obtaining a relatively larger set of training data by either EM/physics simulation, or by measurement, is expensive and/or difficult. The underlying reason is that simulation/measurement may have to be performed for many combinations of geometrical/material/process parameters. On the contrary, if we try to reduce the training data, the resulting neural models may not be reliable. A possible way to address this problem is to use prior knowledge. There are two approaches to the use of prior knowledge during neural model development process. In the first approach, the prior knowledge is used to define a suitable preprocessing of the simulation/measurement data such that the input-output mapping is simplified. The first method in this approach, a hybrid EM-ANN model was proposed in [4]. Existing approximate models are used to construct the input-output relationship of the microwave component. The EM simulator data is then used to develop a neural network model to correct for the difference between the approximate model (source model) and the actual EM simulation results, and as such the method is also being called the difference method. In this way, the complexity of the input/output relationship that neural network has to learn is considerably reduced. This reduction in complexity helps to develop an accurate neural network model with less training data [4]. The second method in this approach, is the prior knowledge input (PKI) method [10]. In this method, the source model outputs are used as inputs for the neural network model in addition to the original problem inputs. As such, the input/output mapping that must be learnt by neural network is that between the output response of the source model and that of the target model. In the extreme case, where the target outputs are the same as the source model outputs, the learning problem is reduced to a one-to-one mapping.
It was shown [10] that PKI method performs better than the difference method for 2-port GaAs microstrip ground vias.

The second approach to use prior knowledge, is to incorporate the knowledge directly into neural network internal structure, e.g., [47]. This knowledge provides additional information of the original problem, which may not be adequately represented by the limited training data. The first method of this approach, uses symbolic knowledge in the form of rules to establish the structure and weights in a neural network [47] [48] [49]. The weights, e.g., the certainty factor associated with rules [50], or both the topology and weights of the network [51] can be revised during training. The second method of this approach uses prior knowledge to build a modular neural network structure, i.e., to decide the number of modules needed, and the way in which the modules interact with each other [52] [53]. Another neural network structure worth mentioning here is the local model network (LMN) [54] [55] [56] [57] which is an engineering-oriented network. It is based on the decomposition of a nonlinear dynamic system's operating range into a number of smaller operating regimes, and the use of simple local models to describe the system within each regime. The third method restricts the network architecture through the use of local connections and constraining the choice of weights by the use of weight sharing [41]. These existing approaches to incorporate knowledge are largely using symbolic information which exist in pattern recognition area. In the microwave modeling areas, however, the important problem knowledge is usually available in the form of functional empirical models [58] [59]. Although [52] tried to insert the mathematical model directly into modular neural network structure, the assumption of the method that the mathematical model is valid for the entire problem space, is too strong to be suitable for circuit modeling.
2.3.3 Combining Neural Networks

In the neural network research community, a recent development called combining neural networks are presently proposed, addressing issues of network accuracy and training efficiency. Two categories of approaches have been developed: ensemble-based approach and modular approach [60]. In the ensemble-based approach [60] [61], several networks are trained such that each network approximates the overall task in its own way. The outputs from these networks are then combined to produce a final output for the combined network. The aim is to achieve a more reliable and accurate ensemble outputs than would be obtained by selecting the best net. Optimal linear combinations (OLC’s) of neural networks were proposed and investigated in [61] [62], which is constructed by forming weighted sums of the corresponding outputs of the individual networks. The second category, e.g., [41] [63], features a modular neural network structure that results from the decomposition of tasks. The decomposition may be either automatic (based on the blind application of a data partitioning algorithm, such as hierarchical mixtures-of-experts [64]) or explicit (based on prior knowledge of the task or the specialist capabilities of the modules, e.g., [52] [53]). The modular neural network consists of several neural networks, each optimized to perform a particular sub-task of an overall complex operation. An integrating unit then selects or combines the outputs of the networks to form the final output of the modular neural network. Thus, the modular approach not only simplifies the overall complexity of the problem [65], but also facilitates incorporation of problem knowledge into the network structure. This leads to improved overall network reliability and/or training efficiency [53] [66].
2.3.4 Other Neural Network Structures

As mentioned earlier, one of the major problems in the construction of neural network structure, is the determination of the number of hidden neurons. Many techniques have been proposed to address this problem. In this section, some of the structures will be reviewed, with emphasis on wavelet networks which are a very systematic approach already used in microwave area, cascade-correlation network and projection pursuit network, the later two networks being popular constructive networks.

The idea of combining wavelet theory with neural networks has been recently proposed [67] [68] [69]. Though the wavelet theory has offered efficient algorithms for various purposes, their implementation is usually limited to wavelets of small dimension. It is known that neural networks are powerful tools for handling problems of large dimension. Combining wavelets and neural networks can hopefully remedy the weakness of each other, resulting in networks with efficient constructive methods and capable of handling problems of moderately large dimension. This resulted in a new type of neural networks, called wavelet networks which use wavelets as the hidden neuron activation functions. Wavelet networks are feedforward networks with one hidden layer. The hidden neurons are computed as

\[ \tilde{y}_i^1 = \psi(\kappa_i(x - \Gamma_i)), \quad i = 1, \ldots, N_1 \]  

(2.16)

where \( \psi(\cdot) \) is the radial type mother wavelet function, \( \kappa_i \) are dilation parameters and \( \Gamma_i \) are translation vectors for the \( i \)th hidden wavelet neuron. Both \( \kappa_i \) and \( \Gamma_i \) are adapted together with \( v_{ki} \) and \( \beta_k \) of equation (2.7) during training.

Due to the similarity between adaptive discretization of the wavelet decomposition and one-hidden-layer neural networks, there is an explicit link between the
network parameters such as $\kappa_i$, $\Gamma_i$ and $v_{ki}$, and the decomposition formula. As such, the initial values of network parameters can be estimated from the training data using decomposition formulae. However, if the initialization uses regularly truncated wavelet frames [68], many useless wavelets on the wavelet lattice may be included in the network, resulting in larger network size. Alternative algorithms for wavelet network construction were proposed in [67] to better handle problems of large dimension. The number of wavelets (hidden neurons) was considerably reduced by eliminating the wavelets whose supports do not contain any data points. Some regression techniques, such as stepwise selection by orthogonalization and backward elimination, were then used to further reduce the number of wavelets. The wavelet networks with radial wavelet functions can be considered as an RBF network, since both of them have the localized basis functions. The difference is that wavelet function is localized both in the input and frequency domains [69]. Besides retaining the advantage of faster training, wavelet networks have a guaranteed upper bound on the accuracy of approximation [70] with a multi-scale structure. Wavelet networks have been used in non-parametric regression estimation [67] and were trained based on noisy observation data to avoid the problem of undesirable local minima [70]. In [17], wavelet networks and stepwise selection by orthogonalization regression technique were used to build a neural network model for a 2.9 GHz microwave power amplifier. In this technique, a library of wavelets was built according to the training data and the wavelet that best fits the training data was selected. Later in an iterative manner, wavelets in the remainder of the library that best fits the data in combination with the previously selected wavelets were selected. For computational efficiency, later selected wavelets were orthonormalized to earlier selected ones.

Besides wavelet network, there are a number of constructive neural network struc-
tures, the most representative among them being Cascade Correlation network (CasCor) [71]. A CasCor network begins with a minimal network (without hidden neurons), then automatically adds hidden neurons one by one during training. Each newly added hidden neuron receives a connection from each of the network’s original inputs and also from every pre-existing hidden neuron, thus resulting in a multi-layer network. For regression tasks, a CasPer algorithm [72] which constructs a neural network structure in a similar way as CasCor was proposed. CasPer does not use the maximum correlation training criterion of CasCor, which tends to produce hidden neurons that saturate, thus making Casper more suitable for classification tasks rather than regression tasks. However, both CasCor and CasPer may lead to very deep networks and high fan-in to the hidden neurons. A towered cascade network was proposed in [73] to alleviate this problem.

Another constructive neural network structure is projection pursuit learning network (PPLN), which adds neurons with trainable activation functions one-by-one, within a single hidden layer without cascaded connections [74]. The CasCor learns the higher-order features using cascaded connection while PPLN learns it using the trainable activation functions. Every time a new hidden neuron is added to PPLN, it first trains the new neuron by cyclically updating the output layer weights, the smooth activation function, and the input layer weights associated with this neuron. Then a backfitting procedure is employed to fine tune the parameters associated with the existing hidden neurons. PPLN is able to avoid the curse of dimensionality by interpreting high-dimensional data through well-chosen low-dimensional linear projections.
2.4 Neural Network Training Algorithms

2.4.1 Training Objective

A neural network model can be developed through a process called training. Suppose the training data consists of $N_p$ sample pairs, $\{(x_p, d_p), \ p = 1, \ldots, N_p\}$, where $x_p$ and $d_p$ are $N_x$- and $N_y$-dimensional vectors representing the inputs and the desired outputs of the neural network respectively. Let $w$ be the weight vector containing all the $N_w$ weights of the neural network. For example, for MLP neural network $w$ is given by (2.12).

The objective of training is to find $w$ such that the error between the neural network predictions and the desired outputs are minimized,

$$\min_w E(w) \Delta = \sum_{p=1}^{N_p} \epsilon_p(w)$$

where $\epsilon_p(w)$ is defined as the error in the neural network outputs due to $p$th sample,

$$\epsilon_p(w) = \frac{1}{2} \sum_{k=1}^{N_y} (y_{pk} - d_{pk})^2 = \frac{1}{2} \sum_{k=1}^{N_y} (\tilde{f}_k(x_p, w) - d_{pk})^2$$

where $d_{pk}$ is the $k$th element of vector $d_p$, $y_{pk}$ is the $k$th output of the neural network when the input presented to the network is $x_p$, and $\tilde{f}_k(\cdot)$ is the $k$th element of function $\tilde{f}(\cdot)$ of (2.3).

The objective function $E(w)$ is a nonlinear function w.r.t. the adjustable parameter $w$. Due to the complexity of $E(w)$, iterative algorithms are often used to explore the parameter space efficiently. In iterative descent methods, we start with an initial guess of $w$ and then iteratively update $w$. The next point of $w$, denoted as $w_{next}$, is determined by a step down from the current point $w_{now}$ along a direction vector $h$,

$$w_{next} = w_{now} + \eta h$$

(2.19)
where \( \eta \) is a positive step size regulating the extent to which we can proceed in that direction. Every training algorithm has its own scheme for updating the weights of the neural network.

### 2.4.2 Backpropagation Algorithm and Its Variants

One of the most popular algorithms for neural network training is Back Propagation (BP) algorithm [75], proposed by Rumelhart, Hinton and Williams in 1986. The BP algorithm is a stochastic algorithm based on the steepest descent principle [76], wherein the weights of the neural network are updated along the negative gradient direction in the weight space. The update formulae are given by

\[
\Delta w_{\text{new}} = w_{\text{new}} - w_{\text{old}} = -\eta \frac{\partial E(w)}{\partial w} |_{w=w_{\text{new}}} \\
\Delta w_{\text{new}} = w_{\text{new}} - w_{\text{old}} = -\eta \frac{\partial E_p(w)}{\partial w} |_{w=w_{\text{new}}} 
\]

(2.20)

(2.21)

where \( \eta \) called learning rate controls the step size of weight update. Update formula (2.21) is called update sample-by-sample, where the weights are updated after each sample is presented to the network. Update formula (2.20) is called batch mode update, where the weights are updated after all training samples have been presented to the network. The basic backpropagation, derived from the principles of steepest descent, suffers from slower convergence and possible weight oscillation. The addition of a momentum term to weight update formulae in (2.20) and (2.21) as proposed by [73], provided significant improvements to the basic backpropagation, reducing the weight oscillation:

\[
\Delta w_{\text{new}} = -\eta \frac{\partial E(w)}{\partial w} |_{w=w_{\text{new}}} + \nu \Delta w_{\text{old}} = -\eta \frac{\partial E(w)}{\partial w} |_{w=w_{\text{new}}} + \nu (w_{\text{new}} - w_{\text{old}})
\]

(2.22)
\[ \Delta w_{\text{new}} = -\eta \frac{\partial \epsilon_p(w)}{\partial w} \bigg|_{w=w_{\text{new}}} + \nu \Delta w_{\text{old}} = -\eta \frac{\partial \epsilon_p(w)}{\partial w} \bigg|_{w=w_{\text{new}}} + \nu (w_{\text{now}} - w_{\text{old}}) \]

(2.23)

where \( \nu \) is the momentum factor which controls the influence of the last weight update direction on the current weight update, and \( w_{\text{old}} \) represents the last point of \( w \). This technique is also known as the generalized delta-rule [41]. Other approaches to reduce weight oscillation have also been proposed, such as invoking a correction term that uses the difference of gradients [77], and the constrained optimization approach where constraints on weights are imposed to achieve better alignment between weight updates in different epochs [78].

As neural network research moved from the state-of-the-art paradigm to real-world applications, the training time and computational requirements associated with training have become significant considerations [79] [80] [81]. Some of the real world applications involve large-scale networks, in which case the development of fast and efficient learning algorithms becomes extremely important [80]. A variety of techniques have been developed, and among them are two important classes of methods. One of them is based on advanced learning rate and momentum adaptation, and heuristic rules of BP, and the other is based on the use of advanced optimization techniques. The latter shall be discussed in Section 2.4.3.

An important way to improve efficiency of training by backpropagation is to use adaptation schemes that allow the learning rate and the momentum factor to be adaptive during learning [41], e.g., adaptation according to training errors [82]. One of the most interesting works in this area is the delta-bar-delta rule proposed by Jacobs [83]. He developed an algorithm based on a set of heuristics in which the learning rate for different weights are defined separately and also adapted separately.
during the learning process. The adaptation is determined from two factors, one being the current derivative of the training error with respect to the weights, and the other being an exponentially weighted sum of the current and past derivatives of the training error. Sparsity of hidden neuron activation pattern has also been utilized in [81] [84] [85] to reduce the computation involved during training. Various other adaptation techniques have also been proposed, for example, a scheme in which the learning rate was adapted in order to reduce the energy value of the gradient direction in a close-to-optimal way [86], an Enhanced Back Propagation algorithm [87] with a scheme to adapt the learning rate according to values of weights in the neural net, and a learning algorithm inspired from the principle of "forced dynamics" for the total error function [88]. The algorithm in [88] updates the weights in the direction of steepest descent, but with the learning rate as a specific function of the error and the error gradient form. An interesting adaptation scheme based on the concept of dynamic learning rate optimization is presented in [89], in which the first and second order derivatives of the objective function w.r.t. the learning rate are calculated from the information gathered during the forward and backward propagation. Another work [77], which is considered as an extension of Jacob's heuristics, corrects the values of weights near the bottom of the error surface ravine with a new acceleration algorithm. This correction term uses the difference between gradients, to reduce the weight oscillation during training. In general, during neural network training, the weights are updated after each iteration by a certain step size along an updating direction. The standard backpropagation uses learning rate to adjust the step size, with the advantage that the method is very simple and does not require repetitive computation of the error functions. A different way to determine the step size, is to use line search methods [76], so that the training error is reduced or optimized
along the given updating direction. Examples in this category are line search based on quadratic model [90], and line search based on linear interpolation [91] [92]. One other way to improve training efficiency is the gradient reuse algorithm [93]. The basic idea of this method is that gradients which are computed during training are reused until the resulting weight updates no longer lead to a reduction in the training error.

2.4.3 Training Algorithms Using Gradient-based Optimization Techniques

The backpropagation based on steepest descent principle is relatively easy to implement. However, the error surface of neural network training usually contains planes with a gentle slope due to the squashing functions commonly used in neural networks. This gradient is too small for weights to move rapidly on these planes, thus reducing the rate of convergence. The rate of convergence could also be very slow when the steepest descent method encounters "narrow valley" in the error surface where the direction of gradient is close to the perpendicular direction of the valley. The update direction oscillates back and forth along the local gradient.

Since supervised learning of neural networks can be viewed as a function optimization problem, higher order optimization methods using gradient information can be adopted in neural network training to improve the rate of convergence. Compared to the heuristic approach discussed in the earlier Backpropagation section, these methods have a sound theoretical basis and guaranteed convergence for most of the smooth functions. Some of the early work in this area was demonstrated in [94] [95] with the development of second-order learning algorithms for neural networks. Papers [91] [96] reviewed the first- and second-order optimization methods for learning in feedforward
neural networks.

Let $\mathbf{h}$ be the direction vector, $\eta$ be the learning rate, $\mathbf{w}_{\text{now}}$ be the current value of \( \mathbf{w} \), then the optimization will update \( \mathbf{w} \) such that

$$E(\mathbf{w}_{\text{next}}) = E(\mathbf{w}_{\text{now}} + \eta \mathbf{h}) < E(\mathbf{w}_{\text{now}})$$  \hspace{1cm} (2.24)

The principal difference between various descent algorithms lies in the procedure to determine successive update directions ($\mathbf{h}$) [97]. Once the update direction is determined, the optimal step size could be found by line search,

$$\eta^* = \min_{\eta > 0} E(\eta)$$  \hspace{1cm} (2.25)

where

$$E(\eta) = E(\mathbf{w}_{\text{now}} + \eta \mathbf{h}) .$$  \hspace{1cm} (2.26)

When downhill direction $\mathbf{h}$ is determined from the gradient $\mathbf{g}$ of the objective function $E$, such descent methods are called as gradient-based descent methods. The procedure for finding a gradient vector in a network structure is generally similar to backpropagation [75] in the sense that the gradient vector is calculated in the direction opposite to the flow of output from each neuron. Take MLP as an example, this is done by means of derivative chain rule starting from output layer,

$$\frac{\partial E}{\partial \mathbf{w}^l} = \frac{\partial E}{\partial \mathbf{y}} \frac{\partial \mathbf{y}^l}{\partial \mathbf{y}} \frac{\partial \mathbf{y}^l}{\partial \mathbf{w}^l}, \quad l = N_h$$  \hspace{1cm} (2.27)

and then through the various layers down towards the input layer,

$$\frac{\partial E}{\partial \mathbf{w}^l} = \frac{\partial E}{\partial \mathbf{y}} \frac{\partial \mathbf{y}}{\partial \mathbf{y}^{N_h}} \ldots \frac{\partial \mathbf{y}^{l+1}}{\partial \mathbf{y}^l} \frac{\partial \mathbf{y}^l}{\partial \mathbf{w}^l}, \quad l = N_h - 1, N_h - 2, \ldots, 1$$  \hspace{1cm} (2.28)

where $\mathbf{y}$ represents the final outputs of neural network, and $\mathbf{y}^l$ represents the outputs of the $l$th hidden layer of the neural network.
A. Conjugate Gradient Training Algorithms

The conjugate gradient methods are originally derived from quadratic minimization and the minimum of the objective function $E$ can be efficiently found within $N_w$ iterations. With initial gradient $g_{\text{initial}} = \frac{\partial E}{\partial w} |_{w=w_{\text{initial}}}$, and direction vector $h_{\text{initial}} = -g_{\text{initial}}$, the conjugate gradient method recursively constructs two vector sequences [92],

\begin{align*}
g_{\text{next}} &= g_{\text{now}} + \lambda_{\text{now}} H h_{\text{now}} \quad (2.29) \\
h_{\text{next}} &= -g_{\text{next}} + \gamma_{\text{now}} h_{\text{now}} \quad (2.30) \\
\lambda_{\text{now}} &= \frac{g_{\text{now}}^T g_{\text{now}}}{h_{\text{now}}^T H h_{\text{now}}} \quad (2.31) \\
\gamma_{\text{now}} &= \frac{g_{\text{next}}^T g_{\text{next}}}{g_{\text{now}}^T g_{\text{now}}} \quad (2.32)
\end{align*}

or,

\begin{equation}
\gamma_{\text{now}} = \frac{(g_{\text{next}} - g_{\text{now}})^T g_{\text{next}}}{g_{\text{now}}^T g_{\text{now}}} \quad (2.33)
\end{equation}

where $h$ is called the conjugate direction and $H$ is the Hessian matrix of the objective function $E$. Here, (2.32) is called the Fletcher-Reeves formula and (2.33) is called the Polak-Ribiere formula. To avoid the need of Hessian matrix to compute the conjugate direction, we proceed from $w_{\text{now}}$ along the direction $h_{\text{now}}$ to the local minimum of $E$ at $w_{\text{next}}$ through line minimization, and then set $g_{\text{next}} = \frac{\partial E}{\partial w} |_{w=w_{\text{next}}}$. This $g_{\text{next}}$ can be used as the vector of (2.29), and as such (2.31) is no longer needed. We make use of this line minimization concept to find conjugate direction in neural network training, thus avoiding intensive Hessian matrix computations. In this method, the descent direction is along the conjugate direction which can be accumulated without computations involving matrices. As such, conjugate gradient methods are very efficient and scale well with the neural network size.
Two critical issues have to be considered in applying conjugate gradient methods to neural network learning. Firstly, computation required during the exact one-dimensional optimization is expensive because every function evaluation involves the neural network feedforward operation for a complete cycle of samples. Therefore, efficient approximation in one-dimensional optimization has to be used. Secondly, since for neural network training, the error function is not quadratic w.r.t. the variable \( \mathbf{w} \) as defined in (2.18), the convergence properties of the method are not assured a priori but depend on the degree to which a local quadratic approximation can be applied to the training error surface. In [86], inexact line search was proposed and a modified definition of the conjugate search direction was used to achieve this purpose. To further reduce computational complexities, a Scaled Conjugate Gradient (SCG) algorithm was introduced in [98] which avoids the line search per learning iteration by using Levenberg-Marquardt approach to scale the step size.

B. Quasi-Newton Training Algorithms

Similar to conjugate gradient method, the quasi-Newton method was derived from quadratic objective function. The inverse of Hessian matrix \( \mathbf{A} = \mathbf{H}^{-1} \) is used to bias the gradient direction, following Newton's method. In quasi-Newton training method, the weights are updated using

\[
\mathbf{w}_{\text{next}} = \mathbf{w}_{\text{now}} - \eta \mathbf{A}_{\text{now}} \mathbf{g}_{\text{now}}
\]  

(2.34)

The \( \mathbf{A} \) matrix here is not computed. It is successively estimated employing rank 1 or rank 2 updates, following each line search in a sequence of search directions [99],

\[
\mathbf{A}_{\text{now}} = \mathbf{A}_{\text{old}} + \Delta \mathbf{A}_{\text{now}}
\]  

(2.35)
There are two major rank 2 formulae to compute $\Delta A_{\text{now}}$,

$$\Delta A_{\text{now}} = \frac{hh^T}{h^T \Delta g} - \frac{A_{\text{old}} \Delta g \Delta g^T A_{\text{old}}}{\Delta g^T A_{\text{old}} \Delta g}$$

(2.36)

or,

$$\Delta A_{\text{now}} = (1 + \frac{\Delta g^T A_{\text{old}} \Delta g}{h^T \Delta g}) \frac{hh^T}{h^T \Delta g} - \frac{h \Delta g^T A_{\text{old}} + A_{\text{old}} \Delta g h^T}{h^T \Delta g}$$

(2.37)

where

$$h = w_{\text{now}} - w_{\text{old}}, \quad \Delta g = g_{\text{now}} - g_{\text{old}}$$

(2.38)

(2.36) is called as the DFP (Davidon-Fletcher-Powell) formula and (2.37) is called as the BFGS (Broyden-Fletcher-Goldfarb-Shanno) formula.

Standard quasi-Newton methods require $N^2_w$ storage space to maintain an approximation of the inverse Hessian matrix and a line search is indispensable to calculate a reasonably accurate step length, where $N_w$ is the total number of weights in the neural network structure. Limited-memory (LM) or one-step BFGS is a simplification in which the inverse Hessian approximation is reset to the identity matrix after every iteration, thus avoiding the need to store matrices. In [100] a second-order learning algorithm is proposed based on LM BFGS update. A reasonably accurate step size is efficiently calculated in one-dimensional line search by a second-order approximation of the objective function. Parallel implementation of second-order gradient-based MLP training algorithms featuring full and limited memory BFGS algorithms were presented in [101]. Wavelet neural networks trained by BFGS algorithm were used for the modeling of large-signal hard-nonlinear behavior of power transistors in circuit design [17]. Quasi-Newton training algorithm that employs the exact line search possesses the quadratic termination property. Through the estimation of inverse Hessian matrix, quasi-Newton has faster convergence rate than conjugate gradient method.


2.4.4 Training Algorithms Utilizing Decomposed Optimization

As seen in the earlier discussions, implementation of powerful second-order optimization techniques for neural network training has resulted in significant advantages in training. The second-order methods are typically much faster than BP but could require the storage of inverse Hessian matrix, and its computation or an approximation thereof. For large neural networks, training could be a very large scale optimization. Decomposition is an important way to solve the large scale optimization problems. Several training algorithms that decompose the training task by training the neural network layer-by-layer have been proposed [106] [107] [108]. In [107], the weights (v) of the output layer and the output vector (\(\tilde{y}^N_h\)) of the previous layer are treated as two sets of variables. An optimal solution pair (v, \(\tilde{y}^N_h\)) is first determined to minimize the sum-squared-error between the desired neural network outputs and the actual outputs. The current solution \(\tilde{y}^N_h\) is then set as the desired output of the previous hidden layer, and optimal weight vectors of the hidden layers are recursively obtained. In the case of continuous function approximation, [108] optimizes each layer with an objective to increase a measure of linearity between the internal representations and the desired output.

Linear programming can be used to solve large scale linearized optimization problems. Neural network training was linearized and formulated as a constrained linear programming in [109]. In this work, weights are updated with small local changes satisfying the requirement that none of the individual sample errors should increase, subject to the constraint of maximizing the overall reduction in the error. However, extension of such a method for efficient implementation in large networks needs spe-
cial considerations. In [106], a layer-by-layer optimization of neural network with linearization of the nonlinear hidden neurons was presented, which does not rely on the evaluation of local gradients. To limit the unavoidable linearization error, a special penalty term is added to the cost function and layers are optimized alternately in an iterative process.

A combination of linear/nonlinear programming techniques could reduce the degree of non-linearity of the error function with respect to the hidden layer weights and decrease the chances of being trapped in a local minimum. As such, a hybrid training algorithm would be favorable for a large-scale problem [57]. For a feedforward neural network with the linear or linearized output layer weights, training algorithms were developed by adapting the nonlinear hidden layer weights using BP [110] or BFGS [57], while employing a linear Least Mean Square error (LMS) algorithm to compute the optimum linear output layer weights.

RBF networks are usually trained by decomposed process. The nonlinear hidden layer weights of the RBF network can be interpreted as centers and widths, thus making it possible to organize these neurons in a manner which reflects the distribution of the training data. Utilizing this concept, the hidden layer weights can be fixed through unsupervised training, such as k-means clustering algorithm [111]. The output layer weights can then be obtained through linear LMS algorithm. On the other hand, the development of heuristics to initially assign the hidden layer weights of MLP, is very hard due to its black box characteristics. Consequently, it is not possible to train MLP neural networks with this decomposed strategy. However, the hybrid linear/nonlinear training algorithm presented in [57] integrates the best features of linear LMS algorithm of RBF, and non-linear optimization techniques of MLP into one routine. This routine could be suitable for any feedforward networks
with linear output layer weights. The advantages of this technique are the reduced number of independent parameters and guaranteed global minimum w.r.t. to output layer weights [57].

2.4.5 Global Training Algorithms

Another important class of methods use random optimization techniques which are characterized by a random search element in the training process allowing the algorithms to escape from local minima and converge to the global minimum of the objective function. Examples in this class are, e.g., simulated annealing which allows the optimization to jump out of a local minimum through an annealing process controlled by a parameter called temperature [112]; genetic algorithms which evolve the structure and weights of the neural network through generations in a manner that is similar to biological evolution [113]; the Langevin updating (LV) rule in multilayer perceptron, in which noise is added to the weights during training [114]; and a stochastic minimization algorithm for training neural networks [115], which is basically a random optimization method with no gradient information needed. Since the convergence of pure random search techniques tends to be very slow, a more general method is the hybrid method which combines the conventional gradient-based training algorithms with random optimization, e.g., [90]. This work introduced a hybrid algorithm combining the conjugate gradient method with line search, and the random optimization method to find the global minimum of the error function. During training with conjugate gradient method, if a flat error surface is encountered, the training algorithm switches to the random optimization method. After training escapes from the flat error surface, it once again switches back to conjugate gradient algorithm.
2.5 Examples: Feedforward Neural Networks and Their Training

Standard feedforward neural networks, MLP and RBF, have been used in many microwave applications. This section demonstrates the use of these neural model structures in several microwave examples and their training by various training algorithms.

MLP and RBF were used to model a physics-based MESFET. Device physical/process parameters (channel length $l$, channel width $W_c$, doping density $\rho_d$, channel thickness $t$) and terminal voltages, i.e., gate-source voltage ($V_G$) and drain-source voltage ($V_D$), are neural network input parameters. Drain-current, i.e., $i_d$, is the neural network output. The training data and test data were simulated using OSA90 [116]. Three sets of training data with 100, 300, 500 samples, and one set of test data with 413 samples were used. The model accuracy is shown in Table 2.1.

<table>
<thead>
<tr>
<th>Training Sample size</th>
<th>Model Type</th>
<th>No. of Hidden Neurons</th>
<th>Ave. Test Error(%)</th>
<th>Ave. Test Error(%)</th>
<th>Ave. Test Error(%)</th>
<th>Ave. Test Error(%)</th>
<th>Ave. Test Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>10</td>
<td>14</td>
<td>18</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>100</td>
<td>MLP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>MLP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>MLP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Model Accuracy Comparison Between MLP and RBF.

Generally, RBF will need more hidden neurons than MLP to achieve similar model accuracy due to their localization nature of activation function. RBF training requires sufficient amount of data. On the other hand, the training of RBF is easy to converge. The generalization capability of MLP is better than RBF as seen in the table as
available amount of training data becomes less.

The most popular training algorithms for standard feedforward neural networks are the adaptive backpropagation, conjugate gradient, quasi-Newton and Levenberg-Marquardt algorithms. Two examples, i.e., three conductor microstrip line and physics-based MESFET, were used to illustrate the performance of these algorithms.

For the microstrip line example, there are 5 input neurons corresponding to conductor width (W), spacing between conductors (s_1, s_2), substrate height (h_s) and relative dielectric constant (\epsilon_r) as shown in Figure 2.2. There are 6 output neurons corresponding to the self inductance of each conductor \( L_{11}, L_{22}, L_{33} \) and the mutual inductance between any two conductors \( L_{12}, L_{23}, L_{13} \). There are totally 600 training samples and 640 test samples generated by LINPAR [117]. A three layer MLP structure with 28 hidden neurons is chosen as the sample structure. The training results are shown in Table 2.2. CPU time is given for Pentium (200 MHz). The total CPU time used by Levenberg-Marquardt method is around 20 minutes. The adaptive back-
propagation used many epochs and settled down to good accuracy of 0.252%, with around 4 hours of training time. On the contrary, quasi-Newton method achieved similar accuracy only within 35 minutes. This confirms the faster convergence rate of second order method. Usually quasi-Newton has very fast convergence rate when approaching the minimum. But at the beginning of training, its performance may not be very strong. Another strategy is to use conjugate gradient method at the first stage of training, then followed by quasi-Newton method. If we take the MLP network already trained by conjugate gradient and then continue training by quasi-Newton method, the model test error was reduced to 0.167%. Total training time is around 2 hours.

For the MESFET example, the inputs to neural model include frequency ($\omega$), channel thickness ($a$), gate-bias voltage ($V_g$), and drain-bias voltage ($V_d$). This particular MESFET has a fixed gate length of 0.55 $\mu$m and gate width of 1 $mm$. The outputs include real and imaginary parts of $S_{11}$, $S_{12}$, $S_{21}$, and $S_{22}$. Training and test samples were obtained using the simulator OSA90 [116] with the Khatibzadeh and Trew model [151]. This is a relatively complicated example compared to the microstrip line.

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>No. of Epochs</th>
<th>Training Error (%)</th>
<th>Avg. Test Error (%)</th>
<th>CPU (in Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive Backpropagation</td>
<td>10755</td>
<td>0.224</td>
<td>0.252</td>
<td>13724</td>
</tr>
<tr>
<td>Conjugate Gradient</td>
<td>2169</td>
<td>0.415</td>
<td>0.473</td>
<td>5511</td>
</tr>
<tr>
<td>Quasi-Newton</td>
<td>1007</td>
<td>0.227</td>
<td>0.242</td>
<td>2034</td>
</tr>
<tr>
<td>Levenberg-Marquardt</td>
<td>20</td>
<td>0.276</td>
<td>0.294</td>
<td>1453</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of Various Training Algorithms for Microstrip Line Example.
necessitating the use of transmission line models. In recent years, there has been a thrust of research in this area and various modeling and simulation techniques are being proposed, e.g., [120]-[128].

An intuitive solution to delay reduction is to reduce the interconnect length. However this may lead to increased density of the system and consequently more coupling and crosstalk. For practical circuit boards with a large number of interconnects and various design criteria, the problem can become very complicated. There is an increasing need that the signal integrity criteria be directly used in interconnect design optimization [129] [130] [131] [132]. Design variables at different levels in package and interconnect network, constraints which affect the freedom of physical adjustments of interconnect parameters during optimization, and design criteria based on signal integrity must be formulated. Straight use of conventional circuit optimization approaches will not always be suitable due to several difficulties encountered in signal integrity oriented design. In reality the number of interconnects in a printed circuit board is usually large and design specifications at many interconnection ports need to be satisfied. Conventional optimization techniques may balk at such large scale problem [133]. Another difficulty is due to the highly repetitive simulation of distributed transmission line models or even EM models [120] [134] since interconnect geometry may be adjusted during optimization. Mixed time/frequency domain simulations required for frequency-dependent interconnect models [120] [122] are very expensive if used inside an optimization loop. Such an optimization will be much slower than that for conventional lumped circuit design, making it unsuitable for practical design. The hierarchical nature of signal integrity which exists at chip, multichip module (MCM), printed circuit board (PCB) levels, and which is dependent on interconnect parameters at all levels [120] also poses challenges to standard optimization approaches.
In addition, electrical design is now more and more constrained by other design factors such as thermal [135] and Electromagnetic (EM) effects [136], both of which are becoming important considerations in an overall design.

In recent years, research into the interconnect optimization problem has been very active, and several important progresses have been made. Different formulations of optimization have been investigated in both time- and frequency-domain approaches. Signal integrity optimization of interconnects at several levels of electronics systems, from chip level, MCM level to PCB level has been studied. Optimization techniques used for such purpose range from analytical solutions in single transmission line configuration to numerical techniques such as Quasi-Newton, to advanced techniques such as parallel and multilevel optimization. In this section, we review the macro-modeling techniques for interconnect optimization with the attention to how neural network technique is applied.

### 2.6.1 Macromodeling Techniques for Interconnect Optimization

A complete signal integrity analysis and optimization require repeated simulation of distributed networks which can be very CPU intensive. Yield analysis and optimization of high-speed interconnects is an even more computationally expensive task. Practical interconnect designs are often iterative in nature. For example designers may need to check signal integrity when ground noise budget (design specifications) is modified and the interconnects are reoptimized. Most existing optimization approaches using repeated circuit simulations are more oriented towards off-line computations and are not suitable for such an iterative design.

Here, modeling approaches for speeding up optimization are discussed. The pur-
Pose of such approaches is to build a macromodel to replace partially or completely the original circuit simulation during optimization. Macromodels are designed to be much faster than the original simulator so that the resulting optimization process is accelerated. Another purpose is to facilitate hierarchical optimization by representing lower level components through macromodels [137].

Examples of models for such purpose include the conventional polynomial, e.g., [25], spline, e.g., [138], and table lookup models, e.g., [26]. A recent development in modeling large interconnect networks is the macromodeling based on Padé approximation [126]. Neural network is another recent development in this area [3] [9] and has been applied to interconnect optimization.

Among these models, polynomial, table lookup and neural network models can represent abstract nonlinear algebraic relationships of a function with several variables. The functions can be circuit responses of interest, or optimization objective function. The variables can be optimization variables. The model is usually built from samples of data obtained from simulating the original problem at several or many sampling points in the space of variables. The polynomial models, e.g., quadratic models, are popular conventional models for optimization but they usually have limited nonlinearity and require model building and updating during optimization. The table lookup models and neural network models can represent more nonlinearity, and can be used without updating during optimization. Model building can be completely done outside optimization. Such optimization is more suitable for interactive circuit design and optimization, since much online computation has been shifted to off-line model building, which is done only once and can be used and reused for all subsequent optimizations. The table lookup models are simpler to build but are practically limited to small dimensions. For high-dimensional problem with many variables in
Physical/EM level [141]

At this level, neural network models map the geometrical parameters of the interconnects to equivalent electrical parameters. For example, the interconnect neural network models would have width, length, height and distance parameters of interconnects as inputs $x$ and the $RLCG$ parameters as outputs $y$. Such a relationship originally required a Quasi-TEM solution of EM problems [117].

Device level [3] [13]

At this level, a device can be modeled by neural networks. A physics based MESFET transistor was modeled in [13]. The inputs $x$ could be gate-to-source voltage $V_G$, drain-to-source voltage $V_D$. Additional inputs can be geometrical parameters such as gate length, width, channel thickness, etc. The outputs $y$ could be the drain current $i_d$ as shown in Figure 2.3. Such relationship originally required a physics-based analysis.

Circuit level [3] [142]

At this level, the whole circuit may be replaced by a neural network model. With the inputs $x$ as the values of different parameters in the circuit, neural network models can output the responses of the circuit such as delay, crosstalk and so on. Figure 2.4 shows an example circuit, consisting of a 3-transmission line network, and Figure 2.5 shows the neural network model for this circuit.

B. Usage of Neural Network Models

Once trained, the neural network model is ready to be integrated into simulations and optimizations. It will be used in the recalling mode predicting the outputs $y$ upon the given input information $x$ which may not have been seen during training.
Figure 2.3: Neural network model at the device level, an example of MESFET model after [3].
Figure 2.4: A 3-transmission line network with coupled transmission lines.
Figure 2.5: An example of neural network model at the circuit level for the circuit of Figure 2.4.
This property of neural networks is called generalization. Also this prediction only needs several product-and-sum operations, far less computation than solving the original problem, e.g., physics/EM/circuit equations. When neural network outputs \( y \) represent terminal voltages and currents of an element, the model needs to be formulated into a MNA (Modified Nodal Admittance) stamp and presented to the circuit simulator [3]. For circuit level neural network model, the neural network can directly represent circuit responses such as signal delay and crosstalk. In this case the error functions for optimization are directly formulated from neural network outputs \( y \). A powerful feature of the neural network approach is that neural network input parameters \( x \) can be optimization variables, therefore expensive repetitive simulation of the original problem can be replaced by repetitive neural network recalling.

### 2.6.3 Yield Optimization of a 3-Transmission Line Network Using Neural Models

A distributed network containing 3 two-conductor transmission lines is shown in Figure 2.4. The signal integrity analysis of this circuit involves eigenvalue solutions of the transmission line matrices and mixed time/frequency domain analysis such as FFT or numerical inversion of Laplace transform [143]. In [9], a neural-network macromodel was used to reduce CPU time in the yield optimization of this circuit. Six variables including the length and the separation between coupled conductors of each transmission line were chosen as neural network input parameters \( x \) and also as the optimization variables \( \Phi \). The neural network output \( y \) were signal integrity responses including the signal propagation delay of \( \text{Vout}_1 \) and \( \text{Vout}_2 \), and the magnitude of crosstalks \( \text{Vcross}_1 \) and \( \text{Vcross}_2 \). The numbers of neurons in the input, output and the hidden layers of the neural network were 6, 4 and 200, respectively. All the
six transmission line parameters were statistical variables following Gaussian distribution with 5% standard deviation. The specifications for the 4 responses were 1.8ns, 1.72ns, 0.02V and 0.02V, respectively. The specifications were severely violated before optimization and the yield was 0% based on exact circuit simulation of 500 random samples. Figure 2.6(a) shows the histogram of delay of Vout2. A yield optimization with the neural network approach was performed. The histogram of delay of Vout2 after optimization is plotted in Figure 2.6(b) based on 500 exact circuit simulations. The yield was increased to 88%.

2.7 Conclusions

A significant speed up of simulation and optimization of electronic and microwave circuits could be achieved by replacing the electronic and microwave component models represented in detailed physics/EM equations, with neural models trained by the corresponding physics/EM data. However, most of the existing neural network structures are of black box type without any problem dependent information embedded. To develop accurate microwave component models using these structures, a large amount of physics/EM training data is thus needed, which results in high cost of neural model development. Although a few approaches have been proposed to insert prior problem knowledge into neural network structures, they are largely using symbolic information and are often oriented to pattern recognition area. In microwave modeling areas, however, the most important problem knowledge is more functional than symbolic/structural, making the existing knowledge network methods not suitable for microwave applications.
Figure 2.6: Histogram of the signal delay (in seconds) for $V_{out2}$ of the 3-transmission line network obtained from exact circuit simulation of 500 random samples. Samples with delay value more than 1.72ns violate specifications. (a) before optimization (b) after optimization using neural models.
Chapter 3

Proposed Knowledge Based Neural Networks

3.1 Introduction

In this chapter a new microwave-oriented knowledge based neural network (KBNN) [1] [144] [145] is proposed in which microwave knowledge in the form of empirical functions or analytical approximations is embedded into internal neural network structures. Switching boundary and region neurons are introduced in the model structure to reflect microwave cases where different equations or formulas with different parameters can be interchangeably used in different regions of the input parameter space. The proposed structure does not follow the rigorous layer-by-layer structure in MLP, and a new training algorithm is developed since conventional BackPropagation is not applicable. The proposed technique enhances neural model accuracy especially for unseen data and reduces the need of large set of training data.
3.2 Proposed Knowledge Based Neural Network Structure

The conventional neural networks, e.g., MLP, are blind black box models. The standard switching activation functions such as sigmoid or hyperbolic tangent functions used in MLP are far different from the various engineering models. The generalization ability of the MLP model comes only from the information encoded in the training data. In an effort to reduce the amount of needed training data, i.e., the development cost of neural models, the proposed Knowledge Based Neural Network inserts the available engineering knowledge about the circuit/components directly into neurons, creating knowledgeable neurons.

The proposed Knowledge Based Neural Network (KBNN) structure is a nonfully connected structure shown in Figure 3.1. There are 6 layers in the structure, namely input layer $X$, knowledge layer $Z$, boundary layer $B$, region layer $R$, normalized region layer $R'$ and output layer $Y$. The input layer $X$ accepts parameters $x$ from outside the model. The knowledge layer $Z$ is the place where microwave knowledge resides in the form of single or multidimensional functions $\Psi(.)$. For knowledge neuron $i$ in the $Z$ layer:

$$z_i = \Psi_i(x, w_i), \quad i = 1, 2, \ldots, N_z$$ (3.1)

where $x$ is a vector including neural network inputs $x_i, i = 1, 2, \ldots, N_x$ and $w_i$ is a vector of parameters in the knowledge formula. The knowledge function $\Psi_i(x, w_i)$ is usually in the form of empirical or semi-analytical functions, for example, the drain current of a FET as a function of its gate length, gate width, channel thickness, doping density, gate voltage and drain voltage [59]. The boundary layer $B$ can incorporate knowledge in the form of problem dependent boundary functions $B(.)$ or in
Figure 3.1: The proposed KBNN structure.
the absence of boundary knowledge just as linear boundaries. Neuron \( i \) in this layer is calculated by

\[
b_i = B_i(x, v_i), \quad i = 1, 2, \ldots, N_b
\]

where \( v_i \) is a vector of parameters in \( B_i \) defining an open or closed boundary in the input space \( x \). Let \( \sigma(.) \) be a sigmoid function. The region layer \( R \) contains neurons to construct regions from boundary neurons:

\[
r_i = \prod_{j=1}^{N_b} \sigma(\alpha_{ij} b_j + \theta_{ij}), \quad i = 1, 2, \ldots, N_r
\]

where \( \alpha_{ij} \) and \( \theta_{ij} \) are the scaling and bias parameters, respectively. The normalized region layer \( R' \) contains rational function based neurons [46] to normalize the outputs of the region layer:

\[
r'_i = \frac{r_i}{\sum_{j=1}^{N_r} r_j}, \quad i = 1, 2, \ldots, N_{r'}, \quad N_{r'} = N_r
\]

The output layer \( Y \) contains second order neurons [146] combining knowledge neurons and normalized region neurons:

\[
y_j = \sum_{i=1}^{N_x} \beta_{ji} z_i (\sum_{k=1}^{N_{r'}} \xi_{jik} r'_k) + \beta_{j0}, \quad j = 1, 2, \ldots, N_y
\]

where \( \beta_{ji} \) reflects the contribution of the \( ith \) knowledge neuron to output neuron \( y_j \) and \( \beta_{j0} \) is the bias parameter. \( \xi_{jik} \) is 1 indicating that region \( r'_k \) is the effective region of the \( ith \) knowledge neuron contributing to the \( jth \) output. A total of \( N_{r'} \) regions are shared by all the output neurons. As a special case, if we assume that each normalized region neuron selects a unique knowledge neuron for each output \( j \), the function for output neurons can be simplified as

\[
y_j = \sum_{i=1}^{N_x} \beta_{ji} z_i r'_i + \beta_{j0}, \quad j = 1, 2, \ldots, N_y
\]

The prior knowledge encoded in \( \Psi(.) \) and/or \( B(.) \) need not to be very accurate and complete. Several forms of functions \( \Psi(.) \) and/or \( B(.) \) can coexist in the network. The
constant coefficients in the original empirical functions can be replaced by trainable parameters and more bias/scale parameters can be added to provide extra variability among different neurons. If some input parameters are not present in the original empirical models, they can be added to the knowledge function \( \Psi(.) \) in the weighted sum form.

### 3.3 Discussions

As reviewed in Chapter 2, there was an earlier attempt to put mathematical model, e.g., \( \exp(-8.0(x^2 + y^2)) \), into neural network structure as [52]. However, it needs the assumption that this mathematical model is valid for the entire problem space. In circuit design reality, the empirical knowledge and models cannot satisfy this assumption.

Our proposed structure was inspired by the fact that practical empirical functions are usually valid only in a certain region of the parameter space. Several empirical functions may be needed to represent different behavior in different regions of parameter space. Each knowledge neuron in Knowledge Based Neural Network represents an empirical model. A collection of several empirical models may cover a larger or even the entire problem space. This corresponds to a group of knowledge neurons in KBNN. The critical operation in this network structure is the selection of which empirical model is going to be picked up when a certain input vector is fed in. This selection is made by a set of normalized region neurons through the output layer. The functionality of this layer represents the integrating units in a modular neural network. For a particular input vector, ideally only one region neuron will have output 1 and other region neurons will have output 0, indicating that this input vector belongs
to that particular region. Only the empirical model which is valid in this region will be picked up by the output layer. The association of the empirical model and its valid region is represented by the weights in the output layer, which is learnt from training samples. This mechanism represents the Local Model Network (LMN) which selects different local models for different regimes. The original LMN was motivated from chemical engineering and the power industry, where definite regimes of LMN are identified during procedures such as start-up, shut-down and product shift of continuous processes [57]. However, in the microwave design area, manual definition of regions and association of regions corresponding to each particular component model is very tedious. In the proposed KBNN, regions are constructed through trainable boundaries. The location of the boundaries and the selection of particular boundaries for a region is determined during training. The default boundaries are straight lines in the parameter space. It is also possible to insert prior knowledge into region-building process by providing boundary function $B(.)$. The switching mechanism for region neuron activation functions expands the feature of Sigmoidal Radial Basis Function [147] into high dimensional space and in a more generalized form. This KBNN model retains the essence of neural networks in that the exact location of each switching boundary, and the scale and position of each knowledge function are initialized randomly and then determined eventually during training.

Another perspective of the KBNN can be seen by comparing the neuron functions in KBNN, MLP and RBF. As reviewed in Chapter 2, RBF may need more hidden neurons than MLP in modeling nonlinear functions, because the sigmoid function of MLP can represent a relatively larger portion of the original problem than the Gaussian function of RBF. In KBNN, the empirical model can represent much larger portion of the original problem and can represent it more closely than the sigmoid
function of MLP. Therefore, the number of empirical functions and training samples needed can be much fewer. This structure can be applied to a wide range of problems in the sense that different problems can be solved by the same structure with different empirical models plugged in.

3.4 Training Approach of Knowledge Based Neural Networks

Let $y$ represent the neural model output. Let $d$ represent the corresponding outputs from the original problem, e.g., original EM simulation or measurement. Neural network learns from a set of training data $(x_p, d_p), p = 1, \ldots, N_p$, where $N_p$ is the total number of data samples. The trainable parameters of the proposed KBNN, denoted as $\Phi$, includes $w_i, i = 1, \ldots, N_z$, $v_i, i = 1, \ldots, N_b$, $\alpha_{ij}$ and $\theta_{ij}, i = 1, \ldots, N_r, j = 1, \ldots, N_b$, $\beta_{ji}, \beta_{j0}$ and $\xi_{ijk}, k = 1, \ldots, N_r, i = 1, \ldots, N_z, j = 1, \ldots, N_y$.

The purpose of training is to determine the weight parameters $\Phi$ inside the KBNN model such that the error between the desired outputs $d$ and the actual outputs $y$ from KBNN is minimized,

$$
\min_{\Phi} \frac{1}{2} \sum_{p=1}^{N_p} \sum_{j=1}^{N_y} (y_{pj} - d_{pj})^2.
$$

(3.7)

A gradient based $l_2$ optimization technique is employed in the training of KBNN, which requires the derivative of error from individual outputs of individual training samples with respect to each weight in KBNN, i.e., a Jacobian matrix $J$. Since our network does not follow a regularly layered Multilayer Perceptron structure and microwave empirical functions instead of standard activation functions are used in neurons, conventional backpropagation algorithm is not applicable. A new scheme extending the error backpropagating idea is derived to obtain this Jacobian matrix.
The error backpropagation path starts from the output layer \( \mathbf{Y} \). Let the error of neural network prediction for a particular output of a sample, e.g., the \( q \)th output of the \( p \)th sample, be

\[
\epsilon_{pq} = \frac{1}{2} (y_{pq} - d_{pq})^2
\]

where \( y_{pq} \) is the actual \( q \)th neural network output and \( d_{pq} \) is the \( q \)th output of the \( p \)th training sample. Jacobian matrix \( \mathbf{J} \) requires the derivative of error \( \epsilon_{pq} \) with respect to each weight in KBNN for each \( p \) and \( q \) combinations. For simplicity, define \( \epsilon \) as a generic representation of \( \epsilon_{pq} \) by dropping \( p \) and \( q \), i.e., \( \epsilon = \epsilon_{pq} = \frac{1}{2} (y_{pq} - d_{pq})^2 \). Let the derivative of \( \epsilon \) with respect to the output of individual neurons be denoted as \( g \). For output layer (\( \mathbf{Y} \) layer), \( g_{y_j} \) is defined as \( g_{y_j} = \partial \epsilon / \partial y_j \), which can be easily calculated from error function (3.8), as

\[
\frac{\partial \epsilon}{\partial y_j} = \begin{cases} 
  y_j - d_j = y_q - d_q, & j = q \\
  0, & j = 1, 2, \ldots, N_y \text{ but } j \neq q
\end{cases} \quad .
\]

Then the derivatives of error \( \epsilon \) with respect to weights \( \beta \)'s and \( \xi \)'s inside the output neuron are obtained as

\[
\frac{\partial \epsilon}{\partial \beta_{ji}} = \begin{cases} 
  (y_q - d_q)z_i(\sum_{k=1}^{N_{r'}} \xi_{jik}r_{k}), & i = 1, 2, \ldots, N_z, \quad j = q \\
  0, & i = 1, 2, \ldots, N_z, \quad j = 1, 2, \ldots, N_y \text{ but } j \neq q
\end{cases} \quad ,
\]

\[
\frac{\partial \epsilon}{\partial \beta_{j0}} = \begin{cases} 
  y_q - d_q, & j = q \\
  0, & j = 1, 2, \ldots, N_y \text{ but } j \neq q
\end{cases} \quad ,
\]

\[
\frac{\partial \epsilon}{\partial \xi_{jik}} = \begin{cases} 
  (y_q - d_q)\beta_{ji}z_ir_{k}, & k = 1, 2, \ldots, N_{r'}, \quad i = 1, 2, \ldots, N_z, \quad j = q \\
  0, & k = 1, 2, \ldots, N_{r'}, \quad i = 1, 2, \ldots, N_z, \quad j = 1, 2, \ldots, N_y \text{ but } j \neq q
\end{cases} \quad .
\]
The proposed KBNN training scheme begins to differ from conventional backpropagation below the output layer $Y$, where the error propagation is split into two paths, one through the knowledge layer $Z$ down to the input layer $X$, and the other through the normalized region layer $R'$, the region layer $R$ and the boundary layer $B$ down to the input layer $X$. In the first path, $g_z$ can be obtained as

$$g_{zi} = \sum_{j=1}^{N_Z} \frac{\partial \epsilon}{\partial y_j} \frac{\partial y_j}{\partial z_i} = (y_q - d_q) \beta_{qi} (\sum_{k=1}^{N_R} \xi_{qik} r'_k), \quad i = 1, 2, \ldots, N_z .$$  \hspace{1cm} (3.13)

Continuing the derivative chain rule, the derivatives of error $\epsilon$ with respect to the weights inside knowledge neurons (i.e., $w_i$) are

$$\frac{\partial \epsilon}{\partial w_i} = \frac{\partial \epsilon}{\partial z_i} \frac{\partial z_i}{\partial w_i} = g_{zi} \frac{\partial \Psi_i}{\partial w_i}, \quad i = 1, 2, \ldots, N_z$$ \hspace{1cm} (3.14)

where $\frac{\partial \Psi_i}{\partial w_i}$ is obtained from problem-dependent microwave empirical functions. In the second path, $g_r$ is first obtained,

$$g_{r_k} = \sum_{j=1}^{N_y} \frac{\partial \epsilon}{\partial y_j} \frac{\partial y_j}{\partial r_k} = (y_q - d_q) \sum_{i=1}^{N_z} \beta_{qi} z_i \xi_{qik}, \quad k = 1, 2, \ldots, N_r.$$

The $g$'s for the next two layers, i.e., $R$ and $B$ layers, are

$$g_{r_i} = \sum_{j=1}^{N'_r} \frac{\partial \epsilon}{\partial r_j} \frac{\partial r'_j}{\partial r_i} = g_{r'_i} \frac{1}{\sum_{k=1}^{N_r} r_k} - \frac{1}{(\sum_{k=1}^{N_r} r_k)^2} (\sum_{j=1}^{N'_r} g_{r'_j} r_j), \quad i = 1, 2, \ldots, N_r.$$ \hspace{1cm} (3.16)

$$g_{b_i} = \sum_{j=1}^{N_r} \frac{\partial \epsilon}{\partial r_j} \frac{\partial r_j}{\partial b_i} = \sum_{j=1}^{N_r} g_{r_j} r_j (1 - \sigma(\alpha_i b_i + \theta_{ij})) \alpha_{ji}, \quad i = 1, 2, \ldots, N_b.$$ \hspace{1cm} (3.17)

The derivatives of error $\epsilon$ with respect to weights $\alpha$'s and $\theta$'s inside region neurons are

$$\frac{\partial \epsilon}{\partial \alpha_{ij}} = \frac{\partial \epsilon}{\partial r_i} \frac{\partial r_i}{\partial \alpha_{ij}} = g_{r_i} r_i (1 - \sigma(\alpha_i b_j + \theta_{ij})) b_j, \quad i = 1, 2, \ldots, N_r, \quad j = 1, 2, \ldots, N_b$$ \hspace{1cm} (3.18)

$$\frac{\partial \epsilon}{\partial \theta_{ij}} = \frac{\partial \epsilon}{\partial r_i} \frac{\partial r_i}{\partial \theta_{ij}} = g_{r_i} r_i (1 - \sigma(\alpha_i b_j + \theta_{ij})), \quad i = 1, 2, \ldots, N_r, \quad j = 1, 2, \ldots, N_b.$$

(3.19)
KBNN and MLP, respectively. The original function is

\[ y(x) = \sin(25x)e^{-x}, \quad x \in [0, 1] \]  

(3.23)

Different number of training samples were randomly selected in \([0, 1]\). This is a highly nonlinear function. Many samples are needed in order to teach a standard MLP to a satisfactory performance. If some knowledge can be obtained by observation, e.g., a sinusoidal waveform with decay, a KBNN with this embedded knowledge would require much fewer training samples. A KBNN was built with the knowledge neuron function defined as

\[ z_i = \sin(w_{i1}x + w_{i2}) \times (x + w_{i3})^{w_{i4}}, \quad w_{i4} < 0, \quad i = 1, 2, \ldots, N_z \]  

(3.24)

where \(w_{i1}, w_{i2}, w_{i3}\) and \(w_{i4}\) are the parameters of the function and are trainable. Figure 3.2 shows the comparison between MLP with 5 hidden neurons and KBNN with 1 boundary neuron, 2 knowledge neurons and 2 region neurons, denoted as b1z2, in modeling this function when only given 11 training samples. MLP gave totally wrong prediction. KBNN gave much better generalization performance under such condition of inadequate training samples.
Figure 3.2: The decay sinusoidal example: (a) $y$ versus $x$ curve from MLP, (b) $y$ versus $x$ curve from KBNN.
Chapter 4

Application Examples of Knowledge Based Neural Networks

4.1 Circuit Waveform Modeling

This example is mainly for illustration purpose showing the concept of incorporation of electrical knowledge into KBNN. A simple circuit with three transmission lines is shown in Figure 4.1 representing signal integrity analysis of high-speed VLSI interconnects and terminations [19]. The excitation of the circuit is a step voltage source with 0.1ns rise time at node 1. Neural networks (both KBNN and MLP) were used to model the waveform output at nodes 3 and 4. The inputs of neural models are resistor value $r$ and time $t$, and the outputs are output voltage $v_3$ and $v_4$. As a circuit knowledge, the waveform can be estimated by a 2-pole approximation with exponentially decayed sinusoids [149]. This 2-pole approximation knowledge, plus an additional resistor variable $r$ as part of the model input, was incorporated into KBNN by providing the knowledge function $\Psi(\cdot)$ at layer $Z$ as

$$
    z_i = \Psi_i(r, t, w_i) = e^{-(w_1 r + w_2)t} \sin((w_3 r + w_4)t + w_5 r + w_6), \quad i = 1, 2, \ldots, N_z
$$

(4.1)
Figure 4.1: The circuit for waveform modeling example with 3 transmission lines representing high-speed VLSI interconnects.
With this 2-pole approximation, the boundary in the parameter space is independent of time $t$. This is the knowledge embedded in layer $B$ realized as a linear function of resistance only. The output layer is constructed following (3.6). The size of KBNN is represented by the number of neurons in $B$ and $Z$ layers, e.g., b1z2 representing a KBNN with 1 boundary neurons and 2 knowledge neurons. For the traditional MLP, the size of model is represented by the number of hidden neurons in the network, e.g., 12 representing a 3 layer MLP with 12 hidden neurons.

The training and testing data were obtained by simulation of the original circuit using HSPICE in the time interval from $0ns$ to $7ns$. The training data was created with 5 resistor values of 25, 50, 75, 100 and 125 ohm and with only 10 time points per resistor value and is used to train the neural models (both KBNN and MLP). A KBNN of size b1z2 and four MLPs of sizes 12, 20, 28 and 36 were trained. Testing data includes 69 time points in the waveform on a different set of resistor values ($r = 35, 55, 70, 90$ and 115 ohm). Table 4.1 shows the testing results of both models. For each model, the average accuracy from three trainings with different random starting points were used. The accuracy of the model is represented by the error

<table>
<thead>
<tr>
<th>neural net type</th>
<th>model size</th>
<th>no. of weights</th>
<th>average test error</th>
<th>largest test error</th>
<th>correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard (MLP)</td>
<td>12</td>
<td>62</td>
<td>2.40%</td>
<td>18.00%</td>
<td>0.9449</td>
</tr>
<tr>
<td>Standard (MLP)</td>
<td>20</td>
<td>102</td>
<td>2.06%</td>
<td>13.52%</td>
<td>0.9641</td>
</tr>
<tr>
<td>Standard (MLP)</td>
<td>28</td>
<td>142</td>
<td>1.65%</td>
<td>9.13%</td>
<td>0.9784</td>
</tr>
<tr>
<td>Standard (MLP)</td>
<td>36</td>
<td>182</td>
<td>2.04%</td>
<td>12.98%</td>
<td>0.9664</td>
</tr>
<tr>
<td>Knowledge based (KBNN)</td>
<td>b1z4</td>
<td>36</td>
<td>1.00%</td>
<td>8.71%</td>
<td>0.9894</td>
</tr>
</tbody>
</table>

Table 4.1: Model Accuracy Comparison Between Standard MLP and Knowledge Based Neural Network (KBNN) for Circuit Waveform Modeling Example. The Results Shown Are the Average of Three Different Trainings for Each Model.
and correlation coefficient between neural model output and testing data. A value of correlation coefficient closer to 1 indicates good accuracy of neural model. As seen in the table, the training data with 10 time points per resistor value were insufficient for MLP to model this set of waveforms. Figure 4.2 show the waveforms from original HSPICE simulation, KBNN and MLP for resistor value of 115 ohm. The waveforms indicate that the MLP model does not match well with original waveforms. With the same set of insufficient training data, KBNN shows very good accuracy. This illustrates that the prior knowledge provides additional information which is not adequately represented in the original training data. The incorporation of such knowledge into neural models is very helpful to produce a reliable model especially when fewer training data is available.

Another interesting point is that the empirical knowledge alone, i.e., 2-pole approximation with decay sinusoids, is not an adequate model by itself, since it cannot represent the waveform change with respect to resistor values. This example illustrates that through KBNN a simple empirical function can be used in a large parameter space provided that variations of the function with different sets of parameters are used in different regions of the space. The smooth switching between the regions is realized in the KBNN network by region neurons.

It will be very much interesting to look inside KBNN to see how these ideas are realized. For simplification, we will first take a KBNN structure, which models only one output waveform. Figure 4.3 reveals the internal activities of this KBNN structure showing responses of all individual neurons for each pair of resistor value and time points. In all three dimensional graphs, x-axis represents time, y-axis represents resistance and z-axis represents neuron output. According to the simulation results, higher resistance value results in the waveform with smaller decay rate while lower
Figure 4.3: The internal activities of KBNN: responses of individual neurons for each pair of resistor value and time points. This is the illustrative KBNN structure which only models one output waveform.
Figure 4.4: The internal activities of KBNN: responses of individual neurons for each pair of resistor value and time points. This is the actual KBNN structure used in this waveform modeling example, which models multiple output waveforms.
resistance value results in the waveform with larger decay rate. In Figure 4.3, there are two knowledge neurons in the knowledge layer Z. One neuron represents a two-pole approximation with poles relatively farther from origin, i.e., larger decay rate. Another neuron represents a two-pole approximation with poles relatively closer to origin, i.e., smaller decay rate. Neither of these two neurons can approximate the entire waveform across the full value range of the resistor. However, either of them can approximate the waveforms for part of resistor value range. The boundary neuron divides the problem space into two parts, i.e., lower resistance and higher resistance parts. The neurons in the region layer R show the switching behavior. The neuron output is 1 for one part of the space and is 0 for another part of the space. The switching is a smooth one following the smooth slope of sigmoid function. After the normalization operation on the region neurons, the normalized region neurons divide the entire space into two regions. The output of one normalized region neuron is high in lower resistance region and is low in higher resistance region; the output of the other normalized region neuron is low in lower resistance region and is high in higher resistance region. For illustration purpose, a normalized knowledge layer Z' is inserted between output layer Y, knowledge layer Z and normalized region layer R'. From the two neurons in layer Z', we can see how the knowledge neurons are modulated by normalized region neurons. For example, the second knowledge neuron, which originally represents two-pole approximation in the entire space with poles relatively closer to origin, is multiplied by the second normalized region neuron, i.e., a modulation effect. This results in a normalized knowledge neuron representing such a two-pole approximation only in higher resistance region with poles relatively closer to origin. In the lower resistance region, this normalized knowledge neuron gives almost zero output. On the other hand, the other normalized knowledge neuron represents a
two-pole approximation only in lower resistance region with poles relatively far from origin. In the higher resistance region, it gives almost zero output. The final output of the network is the sum of these two normalized knowledge neurons, which realizes the smooth switching of knowledge functions in the problem space. All the parameters in waveform functions, boundary and region neurons were determined during training through the information encoded in the limited training data.

Figure 4.4 shows the internal activities of the KBNN model (b1z4) used in this waveform modeling example in a similar format. This is the case of modeling multiple output waveforms. The two normalized region neurons are shared by the two output neurons for node 3 and node 4, respectively. Node 3 and node 4 use different set of knowledge neurons to be switched between regions. A similar internal activities can be observed in this graph.

4.2 Transmission Line Modeling

This example demonstrates the proposed KBNN in modeling cross sectional RLCG parameters of transmission lines for analysis of high speed VLSI interconnects [19] and its comparison with traditional Multilayer Perceptrons (MLP). Electromagnetic (EM) simulation of transmission lines is slow especially if it needs to be repeatedly evaluated. Neural networks learned from EM data have been found several hundred times faster than original EM simulation [18]. In this example, MLP and KBNN were used to model the cross sectional per unit length mutual inductance, $L_{12}$, between two conductors of a coupled microstrip transmission line. The inputs of the neural models are width of conductor ($x_1$), thickness of conductor ($x_2$), separation between two conductors ($x_3$), height of substrate ($x_4$), relative dielectric constant ($x_5$)
Table 4.2: Ranges of Training Data for Neural Model Input Parameters for the Transmission Line Modeling Example.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductor Width</td>
<td>$x_1$</td>
<td>0.10 - 0.25 mm</td>
</tr>
<tr>
<td>Conductor Thickness</td>
<td>$x_2$</td>
<td>17 - 71 $\mu$m</td>
</tr>
<tr>
<td>Conductor Separations</td>
<td>$x_3$</td>
<td>0.10 - 0.76 mm</td>
</tr>
<tr>
<td>Substrate Height</td>
<td>$x_4$</td>
<td>0.10 - 0.31 mm</td>
</tr>
<tr>
<td>Relative Dielectric Constant</td>
<td>$x_5$</td>
<td>3.7 - 4.8</td>
</tr>
<tr>
<td>Frequency</td>
<td>$x_6$</td>
<td>0.5 - 2 GHz</td>
</tr>
</tbody>
</table>

were never used in training. A further set of testing data with 4096 samples were deliberately selected around/beyond the boundary of the model effective region in input parameter space in order to compare extrapolation accuracy of KBNN and MLP as shown in Table 4.4. A significantly superior performance of KBNN over MLP is demonstrated in the case with smaller training data set, e.g., 100 samples. Furthermore, the overall tendency suggests that the accuracy of KBNN trained by a small set of training data is comparable to that of MLP trained by a larger set of training data. Figures 4.5 and 4.6 reveal more information by showing the error from individual trainings of KBNN and MLP in terms of average and the worst case testing error, respectively. A much more stable performance of KBNN when making an extrapolation prediction is observed over MLP. The error for KBNN increases much slowly compared to that of MLP when test data moves to extrapolation region. Figures 4.7 and 4.8 show the scattering plots of mutual inductance between neural models (MLP with 7 hidden neurons and KBNN(b2z3)) and original simulation for 500 testing samples within training data boundary. The ideal plot is that all points should be at the diagonal line. The points for KBNN are closer to the diagonal line and have smaller worst case error envelope as compared to the plots of MLP trained
<table>
<thead>
<tr>
<th>training sample size</th>
<th>neural net type</th>
<th>model size</th>
<th>no. of weights</th>
<th>average test error</th>
<th>worst case test error</th>
<th>correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>0.95%</td>
<td>9.30%</td>
<td>0.9977</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>15</td>
<td>121</td>
<td>1.18%</td>
<td>10.07%</td>
<td>0.9970</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>20</td>
<td>161</td>
<td>1.33%</td>
<td>10.04%</td>
<td>0.9960</td>
</tr>
<tr>
<td>100</td>
<td>Knowledge based</td>
<td>b2z3</td>
<td>51</td>
<td>0.51%</td>
<td>4.18%</td>
<td>0.9995</td>
</tr>
<tr>
<td>KBNN</td>
<td>Knowledge based</td>
<td>b4z6</td>
<td>128</td>
<td>0.64%</td>
<td>4.16%</td>
<td>0.9991</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>0.58%</td>
<td>3.12%</td>
<td>0.9993</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>15</td>
<td>121</td>
<td>0.56%</td>
<td>3.29%</td>
<td>0.9994</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>20</td>
<td>161</td>
<td>0.58%</td>
<td>3.39%</td>
<td>0.9993</td>
</tr>
<tr>
<td>300</td>
<td>Knowledge based</td>
<td>b2z3</td>
<td>51</td>
<td>0.44%</td>
<td>2.59%</td>
<td>0.9996</td>
</tr>
<tr>
<td>KBNN</td>
<td>Knowledge based</td>
<td>b4z6</td>
<td>128</td>
<td>0.41%</td>
<td>2.64%</td>
<td>0.9996</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>0.51%</td>
<td>3.38%</td>
<td>0.9996</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>15</td>
<td>121</td>
<td>0.54%</td>
<td>3.30%</td>
<td>0.9994</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>20</td>
<td>161</td>
<td>0.56%</td>
<td>3.28%</td>
<td>0.9994</td>
</tr>
<tr>
<td>500</td>
<td>Knowledge based</td>
<td>b2z3</td>
<td>51</td>
<td>0.41%</td>
<td>2.02%</td>
<td>0.9997</td>
</tr>
<tr>
<td>KBNN</td>
<td>Knowledge based</td>
<td>b4z6</td>
<td>128</td>
<td>0.38%</td>
<td>2.19%</td>
<td>0.9997</td>
</tr>
</tbody>
</table>

Table 4.3: Model Accuracy Comparison Between MLP and KBNN for Transmission Line Modeling Example with Testing Data in the Same Region as Training Data. The Results Shown Are the Average of Three Different Trainings for Each Model.
<table>
<thead>
<tr>
<th>training sample size</th>
<th>neural net type</th>
<th>model size</th>
<th>no. of weights</th>
<th>average test error</th>
<th>worst case test error</th>
<th>correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>2.38%</td>
<td>12.09%</td>
<td>0.9966</td>
</tr>
<tr>
<td>100</td>
<td>Standard (MLP)</td>
<td>15</td>
<td>121</td>
<td>2.66%</td>
<td>13.57%</td>
<td>0.9966</td>
</tr>
<tr>
<td>100</td>
<td>Standard (MLP)</td>
<td>20</td>
<td>161</td>
<td>3.09%</td>
<td>16.00%</td>
<td>0.9941</td>
</tr>
<tr>
<td>100</td>
<td>Knowledge based (KBNN)</td>
<td>b2z3</td>
<td>51</td>
<td>1.04%</td>
<td>5.43%</td>
<td>0.9993</td>
</tr>
<tr>
<td>100</td>
<td>Knowledge based (KBNN)</td>
<td>b4z6</td>
<td>128</td>
<td>1.05%</td>
<td>5.01%</td>
<td>0.9993</td>
</tr>
<tr>
<td>300</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>1.01%</td>
<td>3.61%</td>
<td>0.9994</td>
</tr>
<tr>
<td>300</td>
<td>Standard (MLP)</td>
<td>15</td>
<td>121</td>
<td>0.91%</td>
<td>3.66%</td>
<td>0.9995</td>
</tr>
<tr>
<td>300</td>
<td>Standard (MLP)</td>
<td>20</td>
<td>161</td>
<td>0.96%</td>
<td>5.11%</td>
<td>0.9993</td>
</tr>
<tr>
<td>300</td>
<td>Knowledge based (KBNN)</td>
<td>b2z3</td>
<td>51</td>
<td>0.69%</td>
<td>2.95%</td>
<td>0.9996</td>
</tr>
<tr>
<td>300</td>
<td>Knowledge based (KBNN)</td>
<td>b4z6</td>
<td>128</td>
<td>0.98%</td>
<td>3.47%</td>
<td>0.9993</td>
</tr>
<tr>
<td>500</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>0.85%</td>
<td>3.05%</td>
<td>0.9996</td>
</tr>
<tr>
<td>500</td>
<td>Standard (MLP)</td>
<td>15</td>
<td>121</td>
<td>0.89%</td>
<td>3.65%</td>
<td>0.9996</td>
</tr>
<tr>
<td>500</td>
<td>Standard (MLP)</td>
<td>20</td>
<td>161</td>
<td>0.91%</td>
<td>4.87%</td>
<td>0.9995</td>
</tr>
<tr>
<td>500</td>
<td>Knowledge based (KBNN)</td>
<td>b2z3</td>
<td>51</td>
<td>0.77%</td>
<td>2.70%</td>
<td>0.9996</td>
</tr>
<tr>
<td>500</td>
<td>Knowledge based (KBNN)</td>
<td>b4z6</td>
<td>128</td>
<td>0.87%</td>
<td>2.66%</td>
<td>0.9995</td>
</tr>
</tbody>
</table>

Table 4.4: Model Accuracy Comparison Between MLP and KBNN for Transmission Line Modeling Example with Testing Data around/beyond Training Data Boundary. The Results Shown Are the Average of Three Different Trainings for Each Model.
Figure 4.5: Model accuracy comparison of KBNN and MLP in terms of average testing error for the transmission line example. (a) Testing data sampled within the same range as training data. (b) Testing data sampled around/beyond the boundary of training data. The curves are from models of various sizes and trainings with different initial weights. The advantage of KBNN over MLP is even more significant when less training data is available. KBNN is also much more reliable than MLP in the extrapolation region, i.e., in case (b).
Figure 4.6: Model accuracy comparison of KBNN and MLP in terms of worst case testing error for the transmission line example. (a) Testing data sampled within the same range as training data (b) Testing data sampled around/beyond the boundary of training data. The curves are from models of various sizes and trainings with different initial weights. The advantage of KBNN over MLP is even more significant when less training data is available. KBNN is also much more reliable than MLP in the extrapolation region, i.e., in case (b).
Figure 4.7: Scattering plot of mutual inductance $L_{12}$ (a) from MLP and (b) from KBNN for the transmission line modeling example for 500 testing samples. Both models were trained with insufficient training data of only 100 samples.
Figure 4.8: Scattering plot of mutual inductance $L_{12}$ (a) from MLP and (b) from KBNN for the transmission line modeling example for 500 testing samples. Both models were trained with training data of 300 samples.
Figure 4.9: Histograms of testing error of (a) MLP and (b) KBNN for the transmission line modeling example for 4069 testing samples around/beyond training data boundary. Both models were trained by only 100 training samples. Since concentration of errors is closer to 0% for KBNN than that of MLP, KBNN shows better accuracy than MLP.

with the same amount of training data. The plot of KBNN trained by 100 samples has similar worst case error envelope as the plot of MLP trained by 300 samples. The points from KBNN are distributed even closer to the diagonal line than those from MLP. Figure 4.9 shows the histograms of error of MLP and KBNN for testing samples around/beyond training data boundary when trained by insufficient data of only 100 samples. The error for KBNN mostly concentrate in the vicinity of zero. MLP has some error distributed at much higher error level. This also indicates the reliability of KBNN model. Figure 4.10 shows the histograms of error of MLP and KBNN for the same set of testing samples when trained by 300 samples. Similar comparison is also observed.
Figure 4.10: Histograms of testing error of (a) MLP and (b) KBNN for the transmission line modeling example for 4069 testing samples around/beyond training data boundary. Both models were trained by 300 training samples.
4.3 MESFET Modeling

This example demonstrates the use of the proposed KBNN to model physics-based MESFET [3] and its comparison with traditional Multilayer Perceptrons. Device physical/process parameters (channel length $l$, channel width $W_c$, doping density $\rho_d$, channel thickness $a$) and terminal voltages, i.e., gate-source voltage ($V_G$) and drain-source voltage ($V_D$), are neural network input parameters and drain current, i.e., $i_d$, is the neural network output. The original problem is physics-based [151] and requires a slow numerical simulation procedure. The neural network models (KBNN or MLP) are much faster than the original physics-based FET model, e.g., about 4 seconds by KBNN/MLP and 27 minutes by original FET model to do 1000 repetitive simulations in a MonteCarlo analysis with random values of device physical/geometrical parameters.

There exist empirical formulas for MESFET modeling, e.g., [59]. The knowledge-based neural network (KBNN) is developed incorporating empirical formulas in knowledge layer $Z$. Training samples were first obtained by simulating original Khatibzadeh and Trew models [151] using OSA90 [116] at randomly selected points. The data range is shown in Table 4.5. Three sets of training data with 100, 300 and 500 samples, respectively, were used. The neural net training was done on SPARC station 5. The CPU time for MLP training by the conventional sample-by-sample error backpropagation approach ranged from 22 minutes to 60 minutes. The CPU time for MLP or KBNN training by the proposed gradient based $l_2$ optimization approach in batch mode ranged from 20 seconds to 9 minutes.

The ability to extrapolate beyond the boundary of training data is a challenge but an important aspect of a model. Three sets of testing data were created to test
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate Length</td>
<td>( l )</td>
<td>0.336 - 0.504 ( \mu m )</td>
</tr>
<tr>
<td>Gate Width</td>
<td>( W_c )</td>
<td>0.8 - 1.2 ( mm )</td>
</tr>
<tr>
<td>Channel Thickness</td>
<td>( a )</td>
<td>0.28 - 0.42 ( \mu m )</td>
</tr>
<tr>
<td>Doping Density</td>
<td>( \rho_d )</td>
<td>1.68 ( \times 10^{23} ) - 2.52 ( \times 10^{23} ) ( 1/m^3 )</td>
</tr>
<tr>
<td>Gate Voltage</td>
<td>( V_G )</td>
<td>-5 - 0 ( V )</td>
</tr>
<tr>
<td>Drain Voltage</td>
<td>( V_D )</td>
<td>0 - 4 ( V )</td>
</tr>
</tbody>
</table>

Table 4.5: Training Data Ranges of Neural Model Input Parameters in MESFET Modeling Example. This is also the Parameter Range of Test Data Set A.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate Length</td>
<td>( l )</td>
<td>0.315 - 0.336 ( \mu m ) and 0.504 - 0.525 ( \mu m )</td>
</tr>
<tr>
<td>Gate Width</td>
<td>( W_c )</td>
<td>0.75 - 0.8 ( mm ) and 1.2 - 1.25 ( mm )</td>
</tr>
<tr>
<td>Channel Thickness</td>
<td>( a )</td>
<td>0.263 - 0.28 ( \mu m ) and 0.42 - 0.438 ( \mu m )</td>
</tr>
<tr>
<td>Doping Density</td>
<td>( \rho_d )</td>
<td>1.58 ( \times 10^{23} ) - 1.68 ( \times 10^{23} ) ( 1/m^3 ) and 2.52 ( \times 10^{23} ) - 2.63 ( \times 10^{23} ) ( 1/m^3 )</td>
</tr>
<tr>
<td>Gate Voltage</td>
<td>( V_G )</td>
<td>-5 - 0 ( V )</td>
</tr>
<tr>
<td>Drain Voltage</td>
<td>( V_D )</td>
<td>0 - 4 ( V )</td>
</tr>
</tbody>
</table>

Table 4.6: Ranges of Neural Model Input Parameters for Test Data Set B in MESFET Modeling Example.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate Length</td>
<td>( l )</td>
<td>0.315 - 0.525 ( \mu m )</td>
</tr>
<tr>
<td>Gate Width</td>
<td>( W_c )</td>
<td>0.75 - 1.25 ( mm )</td>
</tr>
<tr>
<td>Channel Thickness</td>
<td>( a )</td>
<td>0.263 - 0.438 ( \mu m )</td>
</tr>
<tr>
<td>Doping Density</td>
<td>( \rho_d )</td>
<td>1.58 ( \times 10^{23} ) - 2.63 ( \times 10^{23} ) ( 1/m^3 )</td>
</tr>
<tr>
<td>Gate Voltage</td>
<td>( V_G )</td>
<td>-5 - 0 ( V )</td>
</tr>
<tr>
<td>Drain Voltage</td>
<td>( V_D )</td>
<td>0 - 4 ( V )</td>
</tr>
</tbody>
</table>

Table 4.7: Ranges of Neural Model Input Parameters for Test Data Set C in MESFET Modeling Example.
neural network models of various sizes. The first set of testing data, called test data set A, is in the same range as training data in the input parameter space. The second set, called test data set B, contains the data distributed in the extrapolation range which is out of the training data parameter range by 25% as shown in Table 4.6. The other set, called test data set C, contains the data distributed both in the training data parameter range and the extrapolation range as shown in Table 4.7. Test data set A is for the purpose of testing generalization capability. Test data set B is for the purpose of testing extrapolation capability. Test data set C tests overall model performance for a model which is used in the parameter range larger than the range it was trained for.

The results are tabulated in Tables 4.8, 4.9 and 4.10, respectively. In all cases, KBNN outperforms MLP in all the accuracy measures. The superiority is even more significant when fewer training data is available. The overall tendency is that KBNN trained with 100 samples can achieve similar accuracy as that of MLP trained with 300 samples. And KBNN trained by 300 samples is as accurate as MLP trained by 500 samples. Figures 4.11 and 4.12 reveal more information by showing the errors from individual trainings. All the trained KBNNs perform better than any trained MLPs when training data set is small. Moving to the extrapolation region, the accuracy of KBNNs deteriorates much more slowly than that of MLPs. This is because the built-in knowledge in the KBNN gives it more information not seen in the training data. Figure 4.13 shows an example of IV curves from the best performing MLP (with 7 hidden neurons) and KBNN (b5z6) models, both trained by insufficient training data of 100 samples. KBNN is visibly better than MLP. Figure 4.14 shows an example of IV curves from the same models when trained by 300 samples. Both models give good accuracy. Figure 4.15 shows the histograms of error of MLP and KBNN with
<table>
<thead>
<tr>
<th>training sample size</th>
<th>neural net type</th>
<th>model size</th>
<th>no. of weights</th>
<th>average test error</th>
<th>worst case test error</th>
<th>correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>2.14%</td>
<td>45.20%</td>
<td>0.9829</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>2.91%</td>
<td>30.80%</td>
<td>0.9776</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>3.38%</td>
<td>52.53%</td>
<td>0.9610</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>2.75%</td>
<td>35.05%</td>
<td>0.9678</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>3.78%</td>
<td>39.71%</td>
<td>0.9625</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>1.12%</td>
<td>8.99%</td>
<td>0.9974</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>1.03%</td>
<td>8.49%</td>
<td>0.9980</td>
</tr>
<tr>
<td>300</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>0.90%</td>
<td>8.74%</td>
<td>0.9985</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>0.90%</td>
<td>12.89%</td>
<td>0.9978</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>0.96%</td>
<td>14.16%</td>
<td>0.9973</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>0.89%</td>
<td>11.09%</td>
<td>0.9978</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>1.11%</td>
<td>13.66%</td>
<td>0.9962</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>0.74%</td>
<td>5.68%</td>
<td>0.9990</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>0.72%</td>
<td>5.72%</td>
<td>0.9991</td>
</tr>
<tr>
<td>500</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>0.74%</td>
<td>6.15%</td>
<td>0.9990</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>0.70%</td>
<td>5.39%</td>
<td>0.9990</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>0.68%</td>
<td>6.59%</td>
<td>0.9990</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>0.69%</td>
<td>7.51%</td>
<td>0.9989</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>0.78%</td>
<td>10.08%</td>
<td>0.9983</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>0.61%</td>
<td>5.37%</td>
<td>0.9993</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>0.61%</td>
<td>5.47%</td>
<td>0.9993</td>
</tr>
</tbody>
</table>

Table 4.8: Model Accuracy Comparison Between Standard MLP and Knowledge Based Neural Network (KBNN) for MESFET Modeling Example with Test Data Set A. The Results Shown Are the Average of Three Different Trainings for Each Model.
<table>
<thead>
<tr>
<th>training sample size</th>
<th>neural net type</th>
<th>model size</th>
<th>no. of weights</th>
<th>average test error</th>
<th>worst case test error</th>
<th>correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>2.88%</td>
<td>51.52%</td>
<td>0.9753</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>3.86%</td>
<td>53.38%</td>
<td>0.9659</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>4.22%</td>
<td>96.31%</td>
<td>0.9446</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>3.82%</td>
<td>71.04%</td>
<td>0.9615</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>5.04%</td>
<td>88.70%</td>
<td>0.9352</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>1.56%</td>
<td>21.69%</td>
<td>0.9949</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>1.43%</td>
<td>11.31%</td>
<td>0.9967</td>
</tr>
<tr>
<td>300</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>1.24%</td>
<td>12.67%</td>
<td>0.9972</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>1.43%</td>
<td>28.31%</td>
<td>0.9946</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>1.47%</td>
<td>25.91%</td>
<td>0.9945</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>1.38%</td>
<td>39.71%</td>
<td>0.9936</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>1.52%</td>
<td>31.83%</td>
<td>0.9929</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>1.04%</td>
<td>6.96%</td>
<td>0.9984</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>1.02%</td>
<td>7.92%</td>
<td>0.9984</td>
</tr>
<tr>
<td>500</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>1.10%</td>
<td>12.67%</td>
<td>0.9979</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>1.00%</td>
<td>7.64%</td>
<td>0.9985</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>0.96%</td>
<td>9.35%</td>
<td>0.9983</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>0.99%</td>
<td>10.86%</td>
<td>0.9982</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>1.29%</td>
<td>15.53%</td>
<td>0.9975</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>0.83%</td>
<td>6.64%</td>
<td>0.9988</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>0.83%</td>
<td>9.40%</td>
<td>0.9988</td>
</tr>
</tbody>
</table>

Table 4.9: Model Accuracy Comparison Between Standard MLP and Knowledge Based Neural Network (KBNN) for MESFET Modeling Example with Test Data Set B. The Results Shown Are the Average of Three Different Trainings for Each Model.
<table>
<thead>
<tr>
<th>training sample size</th>
<th>neural net type</th>
<th>model size</th>
<th>no. of weights</th>
<th>average test error</th>
<th>worst case test error</th>
<th>correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>2.47%</td>
<td>51.53%</td>
<td>0.9808</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>3.31%</td>
<td>66.73%</td>
<td>0.9726</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>3.70%</td>
<td>96.31%</td>
<td>0.9548</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>3.29%</td>
<td>71.04%</td>
<td>0.9688</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>4.31%</td>
<td>86.60%</td>
<td>0.9488</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>1.37%</td>
<td>22.21%</td>
<td>0.9958</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>1.24%</td>
<td>16.67%</td>
<td>0.9972</td>
</tr>
<tr>
<td>300</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>1.09%</td>
<td>12.84%</td>
<td>0.9978</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>1.20%</td>
<td>28.61%</td>
<td>0.9961</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>1.21%</td>
<td>26.40%</td>
<td>0.9960</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>1.13%</td>
<td>39.71%</td>
<td>0.9956</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>1.27%</td>
<td>31.83%</td>
<td>0.9947</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>0.90%</td>
<td>11.50%</td>
<td>0.9986</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>0.89%</td>
<td>11.19%</td>
<td>0.9986</td>
</tr>
<tr>
<td>500</td>
<td>Standard (MLP)</td>
<td>7</td>
<td>57</td>
<td>0.94%</td>
<td>13.14%</td>
<td>0.9983</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>10</td>
<td>81</td>
<td>0.86%</td>
<td>10.82%</td>
<td>0.9987</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>14</td>
<td>113</td>
<td>0.83%</td>
<td>10.91%</td>
<td>0.9986</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>18</td>
<td>145</td>
<td>0.84%</td>
<td>11.74%</td>
<td>0.9986</td>
</tr>
<tr>
<td></td>
<td>Standard (MLP)</td>
<td>25</td>
<td>201</td>
<td>0.95%</td>
<td>12.53%</td>
<td>0.9979</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b5z6</td>
<td>114</td>
<td>0.74%</td>
<td>10.69%</td>
<td>0.9990</td>
</tr>
<tr>
<td></td>
<td>Knowledge based (KBNN)</td>
<td>b6z8</td>
<td>163</td>
<td>0.72%</td>
<td>11.76%</td>
<td>0.9990</td>
</tr>
</tbody>
</table>

Table 4.10: Model Accuracy Comparison Between Standard MLP and Knowledge Based Neural Network (KBNN) for MESFET Modeling Example with Test Data Set C. The Results Shown Are the Average of Three Different Trainings for Each Model.
Figure 4.11: Model accuracy comparison of KBNN and MLP in terms of average testing error for the MESFET example. (a) Test data set A (b) Test data set B. The curves are from models of various sizes and trainings with different initial weights. The advantage of KBNN over MLP is even more significant when less training data is available. KBNN is also much more reliable than MLP in the extrapolation region, i.e., in case (b).
Figure 4.12: Model accuracy comparison of KBNN and MLP in terms of worst case testing error for the MESFET example. (a) Test data set A (b) Test data set B. The curves are from models of various sizes and trainings with different initial weights. The advantage of KBNN over MLP is even more significant when less training data is available. KBNN is also much more reliable than MLP in the extrapolation region, i.e., in case (b).
test data set B in the extrapolation range when trained by insufficient data of only 100 samples. Again, the error for KBNN mostly concentrate in the vicinity of zero. MLP has some error distributed at much higher error level. Figure 4.16 shows the histograms of error of MLP and KBNN for the same test data set when trained by 300 samples.

Figure 4.13: An example of IV curves from (a) MLP and (b) KBNN for MESFET modeling example. Both models were trained with insufficient training data of only 100 samples. The 100 samples were generated by changing 6 FET parameters including gate width, length, channel thickness, doping density, $V_G$ and $V_D$. KBNN is visibly better than standard MLP.
Figure 4.15: Histograms of testing error of (a) MLP and (b) KBNN for MESFET modeling example with test data set B, i.e., extrapolation error. Both models were trained by only 100 training samples. Since concentration of errors is closer to 0% for KBNN than that of MLP, KBNN shows better accuracy than MLP.
Figure 4.16: Histograms of testing error of (a) MLP and (b) KBNN for MESFET modeling example with test data set B, i.e., extrapolation error. Both models were trained by 300 training samples.
Chapter 5

Knowledge Based Hierarchical Framework for the Development of Library of Neural Models

5.1 Introduction

A new task, i.e., the development of library of microwave neural models, is addressed in this chapter. This is of practical significance, since the realistic power of many CAD tools depends upon the richness, speed and accuracy of their library models. For neural models, while the cost for individual model development has been made manageable, massively developing neural models for libraries requires massive data generation, and repeated model training. This is a highly intensive process, and practically very expensive using today’s neural model technique.

Motivated by the concept of combining neural networks, a new hierarchical neural network approach is proposed for the development of library of microwave neural models [2] [152] [153]. In the approach, a distinctive set of base neural models is established. The basic microwave functional characteristics common to various models in a library are first extracted and incorporated into base neural models. Then
a hierarchical neural network is constructed for each model of the library with low level modules realized by base neural models. A high level neural module is trained to map the low level module solution to the final output of the microwave component model for each model in the library. Compared to standard neural model techniques, the proposed hierarchical neural network approach substantially reduces the cost of library development due to less data collection and shorter training time, and at the same time improves model reliability.

5.2 Problem Statement: Library Development

The objective is to develop libraries of passive and active microwave component models. Suppose a library consists of $N_C$ microwave component models. For each model, say, the $n$th model in the library, the input and output parameters are represented by vectors $X^n$ and $Y^n$, respectively. The library development is to create models to represent the multidimensional nonlinear relationship of

$$Y^n = Y^n(X^n)$$

for each value of $n$, $n = 1, 2, ..., N_C$. We call the spaces spanned by $X^n$ and $Y^n$ as the $X^n$ space and the $Y^n$ space, respectively.

For example, to model a multi-conductor transmission line for use in designing high-speed VLSI interconnects, $Y^n$ could represent self and mutual inductances of the coupled conductors. $X^n$ could represent the physical/geometrical parameters of the transmission line such as conductor width, separation between coupled conductors, substrate height and dielectric constants. Many such neural models would be needed in order to cover a variety of transmission lines in a VLSI interconnect design, such as single-conductor line, dual strip lines, 3 conductor coupled lines etc., leading
to the need of a library of transmission line models, such as the stripline library of Figure 5.1. Using the standard neural model approach, e.g., multilayer perceptron structure (MLP), costly data collection and extensive model training have to be performed for each model in the library. The total cost for library development will be very high.

5.3 Base Models

In the proposed approach, we first develop a set of base models to capture the basic electrical or microwave characteristics common to the entire set of models in the library. For example, in a library of various multiconductor transmission line models, the self inductance of a conductor is one of the common characteristics needed for all the models in the library. Let $\mathbf{X}_B^j$ and $\mathbf{Y}_B^j$ be vectors representing the inputs and outputs of the $j$th base model, $j = 1, ..., N_B$, where $N_B$ is the total number of base models in the library. Let the two spaces spanned by $\mathbf{X}_B^j$ and $\mathbf{Y}_B^j$ be called the $\mathbf{X}_B^j$ space and the $\mathbf{Y}_B^j$ space, respectively. The $j$th base model, realized by a neural network, relates $\mathbf{X}_B^j$ and $\mathbf{Y}_B^j$ by

$$\mathbf{Y}_B^j = \mathbf{B}_j(\mathbf{X}_B^j; \mathbf{W}_j) \quad (5.2)$$

where $\mathbf{B}_j$ represents the $j$th base model and $\mathbf{W}_j$ is a vector including all the neural network weights of the $j$th base model.

The definition of the $\mathbf{X}_B^j$ (or $\mathbf{Y}_B^j$) spaces are done by choosing a form of space conversion between $\mathbf{X}_B^j$ and $\mathbf{X}^n$ (or, $\mathbf{Y}_B^j$ and $\mathbf{Y}^n$), and/or examining the common characteristics in the library. Examples of typical forms of space conversion are: same-space mapping, subspace mapping, or linear transformation. The space conversions used here are of the same concept as space mapping, by Bandler, Biernacki and Chen
Figure 5.1: A library of stripline models. The \( nth \) model in the library represents an \( n \)-conductor coupled stripline component.
5.4 Hierarchical Neural Network Structure

For each model in the library, a hierarchical neural network structure is defined as shown in Figure 5.2. The purpose of this structure is to construct an overall model from several modules so that library base relationship can be maximally reused for every model throughout the library. This structure consists of a high level neural module denoted as $H^n$ and several low level neural modules denoted as $L^n_i$, $i = 1, \ldots, N^n_L$. The low level modules are realized by directly using the base models. Let index function $j = \phi^n(i)$ be defined such that base model $B_j$ is selected as the $ith$ low level neural module and

$$j = \phi^n(i) = \begin{cases} 
1, & \text{for } 0 < i \leq N^n_{B_1} \\
2, & \text{for } N^n_{B_1} < i \leq N^n_{B_1} + N^n_{B_2} \\
\ldots, \ldots, \ldots & \\
N_B, & \text{for } \sum_{k=1}^{N_B-1} N^n_{B_k} < i \leq \sum_{k=1}^{N_B} N^n_{B_k}
\end{cases} \quad (5.4)$$

where $N^n_{B_j}$ is the number of times $B_j$ is reused in the low level of the $nth$ library model. Let $u$ and $z$ be vectors representing the inputs and outputs of low level modules. Since the $ith$ low level module of the $nth$ library model is realized by the $\phi^n(i)$ th base model,

$$L^n_i = B_j, \quad j = \phi^n(i) \quad (5.5)$$

$$u^n_i = X^n_B, \quad j = \phi^n(i) \quad (5.6)$$

$$z^n_i = Y^n_B, \quad j = \phi^n(i) \quad (5.7)$$

where $u^n_i$ and $z^n_i$ represent the input and output vectors of low level module $i$ in library model $n$. For each $L^n_i$, i.e., the $ith$ low level module, we define a structural knowledge hub $U^n_i(\_)$, such that it extracts inputs only relevant to the $\phi^n(i)$ th base model out of $X^n$ based on the particular configuration of the $nth$ library component, i.e.,

$$u^n_i = X^n_B = U^n_i(X^n), \quad \text{where } j = \phi^n(i) \quad (5.8)$$
Figure 5.2: The proposed hierarchical neural network structure. X and Y represent the inputs and outputs of the overall network. L_{i} is the \textit{i}th low level module with an associated \textit{i}th knowledge hub \textit{U}_{i}(\cdot). u and z represent the inputs and outputs of low level modules. This structure can be used for each model in a library. For example, for the \textit{n}th model, Y = Y^{n}, H = H^{n}, z_{i} = z_{i}^{n}, L_{i} = L_{i}^{n}, u_{i} = u_{i}^{n}, U_{i} = U_{i}^{n} and X = X^{n}.
The low level neural modules produce $z^n$ by recalling the trained base models in the library.

$$z_i^n = L_i^n(u_i^n) = B_{\phi(i)}(u_i^n, W_{\phi(i)}), \quad i = 1, 2, \ldots, N_L^n$$  \hspace{1cm} (5.9)

where $W_{\phi(i)}$ are the weights of the $\phi(i)$ th base model, and $\phi(i) = \phi^n(i)$. Let vectors $U^n$ and $Z^n$ be defined by concatenating the $u_i^n$ and the $z_i^n$ for all $i$, $i = 1, 2, \ldots, N_L^n$, respectively, i.e.,

$$U^n = \begin{bmatrix} u_1^n \\ u_2^n \\ \vdots \\ u_{N_L^n}^n \end{bmatrix}, \quad Z^n = \begin{bmatrix} z_1^n \\ z_2^n \\ \vdots \\ z_{N_L^n}^n \end{bmatrix}.$$  \hspace{1cm} (5.10)

All the low level modules combined provides a map from the $U^n$ space to the $Z^n$ space. A high level module $H^n$ is defined mapping the $Z^n$ space to the $Y^n$ space for each $nth$ model in the library. The high level module is realized by a neural network,

$$Y^n = H^n(Z^n, V^n)$$  \hspace{1cm} (5.11)

where $V^n$ includes all neural network weights for module $H^n$. The relationship in Equation (5.11) is much easier to model than the original $Y^n = Y^n(X^n)$ relationship since much information is already contained in the base models in the low level. For example, even a linear 2 layer perceptron for $H^n$ might be sufficient to produce the final $Y^n$. Consequently the amount of data needed to train $H^n$ is much less than that for training standard MLP to learn original $Y^n = Y^n(X^n)$.

Figure 5.3 shows a sequence of space mapping in the proposed hierarchical neural network structure. Suppose $(X^{n,k}, D^{n,k})$ are pairs of training samples for the $nth$ library model, where $k = 1, \ldots, M^n$, and $M^n$ is the total number of training samples. The $X^{n,k}$ data are mapped to the $U^n$ space through knowledge hubs, and then feed-forwarded through the low level modules (i.e., various reuse of base neural models) into the $Z^n$ space. Consequently a new set of training samples, denoted by pairs
of \((Z_{n,k}, D_{n,k})\) is obtained, where \(Z_{n,k}\) is the vector constructed by concatenating 
\[ z_{i}^{n,k} = L_{i}^{n}(U_{i}^{n}(X_{n,k})) \text{, for all } i, i = 1, \ldots, N_{L}^{n} \text{.} \] The high level neural module \(H^{n}\) should be trained such that 
\[
\min_{\mathbf{V}_{n}} \sum_{k=1}^{M_{n}} \|H^{n}(Z^{n,k}, \mathbf{V}_{n}) - D^{n,k}\|^2, \text{ for each } n, \ n = 1, \ldots, N_{C} \quad (5.12)
\]
With a linear 2 layer perceptron neural network as the high level module, this optimization is simply a quadratic programming problem. In this case, any training method will easily and quickly lead to a globally optimal training solution. This is in contrast to standard MLP approach with the original nonlinear \(Y^{n}(X^{n})\) relationship, where training usually takes long time and might end at a local optimal solution of the neural network, further prolonging the training process.

Under the proposed method, the training of the high level module is the only training needed for each model in the library. No training is needed for the low level modules because all such modules are reuse of the same set of base models which were trained only once in the beginning of library development.

### 5.5 Algorithm for Overall Library Development

The overall library development is summarized in the following steps:

**Step 1:** Define the input and output spaces of base models, i.e., \(X_{B}^{j}\) and \(Y_{B}^{j}\), for \(j = 1, 2, \ldots, N_{B}\), and extract basic characteristics from library, using microwave empirical knowledge if available.

**Step 2:** Collect training data corresponding to each base model inputs and outputs, i.e, generate sample data \((X_{B}^{j,k}, D_{B}^{j,k})\) for the \(jth\) base model, where \(k = 1, 2, \ldots, M_{B}^{j}\), and \(j = 1, 2, \ldots, N_{B}\).
Remark: Training data for base models should be adequate in order to obtain reliable base models.

Step 3: Construct and train base neural models incorporating the knowledge from Step 1. Specifically, solve the optimization problem of (5.3) to find $W_j$ such that $B_j(u, W_j)$ matches base model training data, for $j = 1, \ldots, N_B$. Let $n = 1$.

Remark: Steps 1, 2 and 3 are done in the beginning of library development and are considered as the overhead effort for the library. The next several steps, i.e., Step 4 to Step 8, are the incremental effort for each component model in the library.

Step 4: According to the base model input space definition in Step 1, setup the structural knowledge hubs $u^n_i = U^n_i(X^n)$, which maps the model input space $X^n$ into base model input space $X^n_B$, where $j = \phi^n(i)$ as defined in Equation (5.4), and $i = 1, \ldots, N^n_{L}. This automatically sets up the low level modules for the $nth$ model.

Step 5: Collect training data corresponding to the model in the library, i.e., generate sample data $(X^{n,k}, D^{n,k})$ for the $nth$ model, where $k = 1, 2, \ldots, M^n$.

Remark: Only a small amount of training data is needed here under the proposed technique.

Step 6: Map the $X^{n,k}$ data into the $Z^n$ space through knowledge hubs and low level modules following equations (5.8) and (5.9).

Step 7: Train the high level neural module $H^n$, i.e., solve the optimization problem of (5.12) to find $V^n$ such that the outputs of high level module match training...
Remark: This training step is very easy and fast since the module $H^n$ is very simple and in most cases, a simple linear two layer perceptron network. Therefore only a small and incremental effort is needed to obtain each model in the library. It also means that only a small amount of training data is needed.

Step 8: If $n = N_C$, then stop, otherwise proceed to train the next library model by setting $n = n + 1$ and go to Step 4.

The algorithm described above permits the hierarchical neural models be developed systematically, and enables the library development process be maximally automated. A flow chart representation of this method is shown in Figure 5.4.

5.6 Discussions

Our formulation allows the standard MLP approach to library development as an extreme special case in our theory. To illustrate this case, consider each library model as a base model, and $N_B = N_C$. The base model input and output spaces are defined the same as the library model input and output spaces, i.e.,

$$X_B^j = X^n, \quad j = n, \quad \text{and} \quad n = 1, \ldots, N_C \quad (5.13)$$

$$Y_B^j = Y^n, \quad j = n, \quad \text{and} \quad n = 1, \ldots, N_C \quad (5.14)$$

There is only one low level module in each library model. The knowledge hub is simply a relay block passing $X^n$ directly to the $U^n$ space,

$$u_1^n = U_1^n(X^n) = X^n \quad (5.15)$$
Figure 5.4: The flow chart of the algorithm for overall library development.
The high level module $H^n$ will also perform a relay from $Z^n$ space to the $Y^n$ space,

$$Y^n = H^n(Z^n) = Z^n$$

(5.16)

Therefore in the worst extreme case where basic characteristics common to various models in the same library are difficult to identify, our technique falls back to the standard MLP approach. However in many practical cases, models are grouped into a library due to certain common features. The proposed approach becomes very advantageous when a few base models can capture the common characteristics in a library of many models as demonstrated through the examples in the next chapter.
Chapter 6

Examples of Neural Model Library Development

6.1 Library of Stripline Models

Multiconductor transmission line models are essential for delay and crosstalk analysis in high-speed VLSI interconnect design [19]. EM simulation of transmission line responses is slow especially if it needs to be repetitively evaluated. Neural models, trained off-line from EM data, can be used online during VLSI interconnect design providing instant solutions of the original EM problem. For practical VLSI interconnect design, libraries of 1-conductor, 2-conductor, ..., N-conductor transmission line models are needed. A brute force approach is to train each library model separately, requiring massive data generation and training. Here we apply the proposed hierarchical approach to the development of a library of neural models for N-conductor striplines shown in Figure 6.1 for different values of N. In this example, the modeling of self and mutual inductances is presented for illustration. There are five models in the library, \( n = 1, 2, 3, 4, 5 \) as shown in Figure 5.1. And for each \( nth \) model, the number of conductors \( N = n \). Table 6.1 defines the notations for input and
output parameters of stripline neural models and the effective range of their input parameters. The detailed list of input and output parameters of each model in the stripline library is shown in Table 6.2. Training and test data were obtained using LINPAR [117] simulator which is based on the method of moments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>the <em>ith</em> conductor width</td>
<td>( W_i )</td>
<td>0.05mm ~ 0.25mm</td>
</tr>
<tr>
<td>the separation between the <em>ith</em> and <em>i + 1</em>th conductors</td>
<td>( s_i )</td>
<td>0.1mm ~ 0.82mm</td>
</tr>
<tr>
<td>conductor height above ground</td>
<td>( h_c )</td>
<td>0.08mm ~ 0.25mm</td>
</tr>
<tr>
<td>substrate height</td>
<td>( h_s )</td>
<td>0.16mm ~ 0.5mm</td>
</tr>
<tr>
<td>relative dielectric constant</td>
<td>( \varepsilon_r )</td>
<td>2 ~ 10.2</td>
</tr>
<tr>
<td>self inductance of the <em>ith</em> conductor</td>
<td>( L_{ii} )</td>
<td>N/A</td>
</tr>
<tr>
<td>mutual inductance between the <em>ith</em> and <em>jth</em> conductors</td>
<td>( L_{ij} )</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 6.1: The Notations for Input and Output Parameters of Stripline Neural Models and the Effective Range of Their Input Parameters.

**Base Model Selections:** Two base models, \( B_1 \) for self inductance and \( B_2 \) for mutual inductance are defined. The inputs to the base models include physical/geometrical parameters such as conductor width (\( W \)), conductor height (\( h_c \)), substrate height (\( h_s \)), separation between conductors (\( s \)), and relative dielectric constant (\( \varepsilon_r \)). The outputs of \( B_1 \) and \( B_2 \) are self and mutual inductances, respectively. Since for any model in the library, shown in Figure 5.1, the relation between the self inductance of a single conductor (and the mutual inductance between two conductors) and the corresponding physical/geometrical parameters is always a useful partial solution to the modeling problem, these 2 base models do represent basic characteristics useful to all the 5 stripline models in the entire library. The stripline empirical formulas in [58] were adopted as functional knowledge incorporated into the KBNNs (Knowl-
<table>
<thead>
<tr>
<th>Library Model index $n$</th>
<th>Model name</th>
<th>Neural Model inputs $X^n$</th>
<th>Neural Model outputs $Y^n$</th>
<th>Number of times each base model $(B_1, B_2)$ is used $N_{B_i}^n \times B_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1$</td>
<td>1 conductor stripline model</td>
<td>$\mathcal{W} h_c h_s \epsilon_r$</td>
<td>$L_{11}$</td>
<td>$1 \times B_1$</td>
</tr>
<tr>
<td>$n = 2$</td>
<td>2 conductor stripline model</td>
<td>$\mathcal{W}_1 \mathcal{W}_2 s h_c h_s \epsilon_r$</td>
<td>$L_{11} L_{12} L_{22}$</td>
<td>$2 \times B_1, 1 \times B_2$</td>
</tr>
<tr>
<td>$n = 3$</td>
<td>3 conductor stripline model</td>
<td>$\mathcal{W}_1 \mathcal{W}_2 \mathcal{W}_3 s_1 s_2 h_c h_s \epsilon_r$</td>
<td>$L_{11}, L_{12}, L_{13}, L_{22}, L_{23}, L_{33}$</td>
<td>$3 \times B_1, 3 \times B_2$</td>
</tr>
<tr>
<td>$n = 4$</td>
<td>4 conductor stripline model</td>
<td>$\mathcal{W}_1 \mathcal{W}_2 \mathcal{W}_3 \mathcal{W}_4 s_1 s_2 s_3 h_c h_s \epsilon_r$</td>
<td>$L_{11}, L_{12}, L_{13}, L_{14}, L_{22}, L_{23}, L_{24}, L_{33}, L_{34}, L_{44}$</td>
<td>$4 \times B_1, 6 \times B_2$</td>
</tr>
<tr>
<td>$n = 5$</td>
<td>5 conductor stripline model</td>
<td>$\mathcal{W}_1 \mathcal{W}_2 \mathcal{W}_3 \mathcal{W}_4 \mathcal{W}_5 s_1 s_2 s_3 s_4 h_c h_s \epsilon_r$</td>
<td>$L_{11}, L_{12}, L_{13}, L_{14}, L_{15}, L_{22}, L_{23}, L_{24}, L_{25}, L_{33}, L_{34}, L_{35}, L_{44}, L_{45}, L_{55}$</td>
<td>$5 \times B_1, 10 \times B_2$</td>
</tr>
</tbody>
</table>

Table 6.2: Stripline Library Models.

edge Based Neural Networks), which are the realizations of the base models $B_1$ and $B_2$. The KBNN structural parameters are represented by number of boundary and knowledge neurons, e.g., $b2z3$ representing 2 boundary and 3 knowledge neurons. The base models $B_1$ and $B_2$ are trained to an average testing accuracy of 0.39% and 0.16% respectively, as shown in Table 6.3. Linear transformation is used as the form of space mapping between $X^n_B$ (of Table 6.3) and $X^n$ (of Table 6.2). Subspace mapping is used between $Y^n_B$ (of Table 6.3) and $Y^n$ (of Table 6.2). The number of times base models $B_1$ and $B_2$ are reused in each library model, i.e., $N_{B_i}^n$, is shown in Table 6.2.

**Example of Library Model: $n=1$:** For $n = 1$, the library model is for single conductor transmission line, and is directly the base model $B_1$. Therefore, $N_{B_1}^1 = 1,$
Figure 6.2: The hierarchical neural model for the 3rd model in the stripline library, i.e., $n = 3$. 
mutual inductances from the 6 low level modules) and 6 outputs (i.e., the final and refined predictions of self and mutual inductances of the overall 3-conductor stripline model) and with linear functions in all output neurons. This is a linear combination of low level neural modules taking advantage of modular neural network concept without any gating function. Each low level neural module provides a portion of the inductance prediction contributing to the overall inductance prediction at the high level neural module. Only a small amount of training data (15 samples) is needed to train this high level module of 3-conductor stripline model since the preliminary relationships of the model have already been captured in the base models. However, with the conventional MLP neural model (8, 12 and 16 hidden neurons), 500 samples are needed to achieve a model of similar accuracy, shown in Table 6.5.

<table>
<thead>
<tr>
<th>No. of training samples</th>
<th>MLP (8-8-6)</th>
<th>MLP (8-12-6)</th>
<th>MLP (8-16-6)</th>
<th>Proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>15.40%</td>
<td>14.25%</td>
<td>14.17%</td>
<td>0.52%</td>
</tr>
<tr>
<td>25</td>
<td>10.61%</td>
<td>9.66%</td>
<td>9.96%</td>
<td>0.48%</td>
</tr>
<tr>
<td>50</td>
<td>4.01%</td>
<td>1.79%</td>
<td>5.30%</td>
<td>0.41%</td>
</tr>
<tr>
<td>100</td>
<td>1.36%</td>
<td>0.96%</td>
<td>1.80%</td>
<td>0.39%</td>
</tr>
<tr>
<td>300</td>
<td>0.87%</td>
<td>0.83%</td>
<td>0.86%</td>
<td>0.38%</td>
</tr>
<tr>
<td>500</td>
<td>0.84%</td>
<td>0.73%</td>
<td>0.79%</td>
<td>0.39%</td>
</tr>
</tbody>
</table>

Table 6.5: Model Accuracy Comparison (average error on test data) Between Standard MLP and the Proposed Model for 3-Conductor Stripline Model.

The tendency of library model accuracy versus the amount of training data is plotted in Figure 6.3. As available training data becomes less and less, the error of standard MLP grows quickly but the proposed hierarchical library model remains reasonable and reliable.

**All Library Models:** All library models, $n = 2, 3, 4, \ldots$ in the library, can be developed systematically in a similar way as model #3. It should be noted that
Figure 6.3: Model accuracy comparison (average error on test data) between standard MLP and the proposed model for 3-Conductor stripline model.
efforts in developing those additional library models are small and incremental, since only few training data is needed, and only the high-level neural module $H^n$ needs to be trained for each $n$.

**Overall Library Accuracy and Development Cost: A Comparison** Using standard MLP for each library model, the total amount of training data needed for the library is 2764 samples, and using the proposed approach the amount is only 649 (including 564 samples for base models, and 85 samples for subsequent library models) as shown in Table 6.6. The total training time for all library models using standard MLP approach is 2 hours and 10 minutes on Sun Ultra 1 Workstation, for such an illustrative library example. Using the proposed approach, the total training time is only 12 minutes.

### 6.2 Library of Microstrip Models

In this example, a library of neural models for $N$-conductor lossless microstrip lines is developed, $N = 1, 2, 3, ..., 5$, i.e., a library of 5 models as shown in Figure 6.4. Figure 6.5 shows the details of a typical microstrip line from the library with the physical/geometrical parameters of the model defined. In this library, we model the self and mutual inductance, and capacitance as neural model outputs. All conductors have equal width, which is a reasonable assumption in many situations of signal integrity analysis and design of VLSI interconnects. The notations of parameters and parameter ranges of library neural models are defined similarly as those in Table 6.1.

Table 6.7 shows the detailed list of input and output parameters of each model in the microstrip library. Training and test data again were obtained using LINPAR [117] simulator which is based on the method of moments.
Figure 6.4: The microstrip library. The \textit{nth} model in the library represents an \textit{n}-conductor coupled microstrip model.
Figure 6.5: Details of a typical N-conductor microstrip component showing the physical and geometrical parameters.
<table>
<thead>
<tr>
<th>Library model index</th>
<th>Stripline model name</th>
<th>Number of training samples needed (and corresponding model accuracy)</th>
<th>standard MLP</th>
<th>Proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overhead for base models</td>
<td></td>
<td>0</td>
<td>264&lt;sup&gt;1&lt;/sup&gt; + 300&lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>$n = 1$</td>
<td>1 conductor stripline model</td>
<td>264, (0.42%)</td>
<td>0, (0.39%)</td>
<td></td>
</tr>
<tr>
<td>$n = 2$</td>
<td>2 conductor stripline model</td>
<td>400, (0.75%)</td>
<td>10, (0.56%)</td>
<td></td>
</tr>
<tr>
<td>$n = 2$</td>
<td>3 conductor stripline model</td>
<td>500, (0.73%)</td>
<td>15, (0.52%)</td>
<td></td>
</tr>
<tr>
<td>$n = 4$</td>
<td>4 conductor stripline model</td>
<td>700, (0.78%)</td>
<td>25, (0.74%)</td>
<td></td>
</tr>
<tr>
<td>$n = 5$</td>
<td>5 conductor stripline model</td>
<td>900, (0.99%)</td>
<td>35, (0.63%)</td>
<td></td>
</tr>
<tr>
<td>stripline library</td>
<td></td>
<td>Total = 2764</td>
<td>Total = 649</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6: Comparison of Number of Training Samples Needed and Library Model Accuracy for Stripline Library When Developed by Standard MLP and the Proposed Hierarchical Neural Network Structure, respectively. <sup>1</sup> for Base Model B<sub>1</sub> Training and <sup>2</sup> for Base Model B<sub>2</sub> Training.

**Base Model Selections:** In this library, the most important basic characteristics of all models can be the relationship between electrical parameters of self inductance and capacitance of a conductor (and mutual inductance and capacitance between 2 conductors) and the microstrip physical/geometrical parameters. Four base models, B<sub>1</sub>, B<sub>2</sub>, B<sub>3</sub>, and B<sub>4</sub> are created to represent these characteristics, respectively. The inputs and outputs of the base models are defined in Table 6.8.

There exist empirical formulas for these characteristics in [58], approximating the relation for the self and mutual inductance and capacitance of single or dual microstrip lines. The base neural models are constructed incorporating such functional
Table 6.7: Microstrip Library Models.

knowledge through the Knowledge Based Neural Network (KBNN) structure combining the empirical information with the learning power of neural networks. The base models $B_1$, $B_2$, $B_3$ and $B_4$ are trained to an average testing accuracy of 0.16%, 0.13%, 0.18% and 0.31%, respectively, as shown in Table 6.8. Linear transformation is used as the form of space mapping between $X^j_B$ (of Table 6.8) and $X^n$ (of Table 6.7). Subspace mapping is used between $Y^j_B$ (of Table 6.8) and $Y^n$ (of Table 6.7). The number of times base models are reused in each library model is shown in Table 6.7.

Example of Library Model: $n = 1$: For $n = 1$, the library model is constructed
simply by putting base models $B_1$ and $B_3$ together without any further training.

Therefore, $L^n_1 = B_1$, $L^n_2 = B_3$. $H^n$ relays from the $Z^n$ space to the $Y^n$ space.

**Example of Library Model: $n = 3$:** For library model $n = 3$, we reuse the base models as the lower level neural modules as shown in Figure 6.6. There are 8 low level modules and 4 are for inductance prediction and 4 for capacitance prediction. The knowledge hubs for the model are defined in Table 6.9. The high-level neural module

<table>
<thead>
<tr>
<th>Base model index $j$</th>
<th>Base model symbol $B_j$</th>
<th>Base model inputs $X^j_B$</th>
<th>Base model outputs $Y^j_B$</th>
<th>Base model structure (KBNN)</th>
<th>Model accuracy (average error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$B_1$</td>
<td>$\mathcal{W} h_s \epsilon_r$</td>
<td>self inductance $L_s$</td>
<td>$b2z3$</td>
<td>0.16%</td>
</tr>
<tr>
<td>2</td>
<td>$B_2$</td>
<td>$\mathcal{W} s h_s \epsilon_r$</td>
<td>mutual inductance $L_m$</td>
<td>$b2z3$</td>
<td>0.13%</td>
</tr>
<tr>
<td>3</td>
<td>$B_3$</td>
<td>$\mathcal{W} h_s \epsilon_r$</td>
<td>self capacitance $C_s$</td>
<td>$b1z2$</td>
<td>0.18%</td>
</tr>
<tr>
<td>4</td>
<td>$B_4$</td>
<td>$\mathcal{W} s h_s \epsilon_r$</td>
<td>mutual capacitance $C_m$</td>
<td>$b4z6$</td>
<td>0.31%</td>
</tr>
</tbody>
</table>

Table 6.8: Base Models for Microstrip Library.

<table>
<thead>
<tr>
<th>Low level modules</th>
<th>Inputs to module/Knowledge hub</th>
<th>Index function $\phi^n(i) = j$</th>
<th>Base model used $B_{\phi^n(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^n_1$</td>
<td>$u^n_1 = U^n_1(X^n)$</td>
<td>$\phi^3(1) = 1$</td>
<td>$B_1$</td>
</tr>
<tr>
<td>$L^n_2$</td>
<td>$u^n_2 = U^n_2(X^n)$</td>
<td>$\phi^3(2) = 2$</td>
<td>$B_2$</td>
</tr>
<tr>
<td>$L^n_3$</td>
<td>$u^n_3 = U^n_3(X^n)$</td>
<td>$\phi^3(3) = 2$</td>
<td>$B_2$</td>
</tr>
<tr>
<td>$L^n_4$</td>
<td>$u^n_4 = U^n_4(X^n)$</td>
<td>$\phi^3(4) = 2$</td>
<td>$B_2$</td>
</tr>
<tr>
<td>$L^n_5$</td>
<td>$u^n_5 = U^n_5(X^n)$</td>
<td>$\phi^5(5) = 3$</td>
<td>$B_3$</td>
</tr>
<tr>
<td>$L^n_6$</td>
<td>$u^n_6 = U^n_6(X^n)$</td>
<td>$\phi^3(6) = 4$</td>
<td>$B_4$</td>
</tr>
<tr>
<td>$L^n_7$</td>
<td>$u^n_7 = U^n_7(X^n)$</td>
<td>$\phi^3(7) = 4$</td>
<td>$B_4$</td>
</tr>
<tr>
<td>$L^n_8$</td>
<td>$u^n_8 = U^n_8(X^n)$</td>
<td>$\phi^3(8) = 4$</td>
<td>$B_4$</td>
</tr>
</tbody>
</table>

Table 6.9: Low Level Modules and Structural Knowledge Hubs for 3-Conductor Microstrip, i.e., Library Model $n = 3$.

$H^3$ is realized by a non-fully connected 2-layer perceptron with 8 inputs (i.e., preliminary inductance and capacitance prediction from low level) and 12 outputs (i.e.,
Figure 6.6: The hierarchical neural model for the 3rd model in the microstrip library, i.e., $n = 3$. 
final inductance and capacitance of the overall library model). This example takes advantage of the modular neural network feature such that the overall library model is a linear combination with gating functions connecting 4 inductance (4 capacitance) predictions from low level modules to 6 inductance (6 capacitance) outputs at the high level. Only a small amount of training data (15 samples) is needed to train this 3-conductor microstrip model since the preliminary relationships of the model have already been captured in the base models. However, with the conventional MLP neural model (25, 30, 35 hidden neurons), 300 samples are needed to achieve a model of similar accuracy, shown in Table 6.10.

<table>
<thead>
<tr>
<th>No. of training samples</th>
<th>MLP (5-25-12)</th>
<th>MLP (5-30-12)</th>
<th>MLP (5-35-12)</th>
<th>Proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>6.16%</td>
<td>6.63%</td>
<td>7.10%</td>
<td>0.42%</td>
</tr>
<tr>
<td>25</td>
<td>4.01%</td>
<td>4.57%</td>
<td>5.28%</td>
<td>0.40%</td>
</tr>
<tr>
<td>50</td>
<td>1.34%</td>
<td>2.33%</td>
<td>2.87%</td>
<td>0.38%</td>
</tr>
<tr>
<td>100</td>
<td>1.45%</td>
<td>1.67%</td>
<td>1.93%</td>
<td>0.38%</td>
</tr>
<tr>
<td>300</td>
<td>0.53%</td>
<td>0.43%</td>
<td>0.42%</td>
<td>0.35%</td>
</tr>
</tbody>
</table>

Table 6.10: Model Accuracy Comparison (average error on test data) Between Standard MLP and the Proposed Model for 3-Conductor Microstrip Model.

Figure 6.7 shows the tendency of model accuracy as the amount of available training data is reduced. The error for the proposed hierarchical model goes up only slowly whereas the error for the standard MLP models grows very quickly as the amount of available training data is reduced.

**Overall Library Accuracy and Development Cost: A Comparison** All library models, \( n = 2, 3, 4, \ldots \) in the library, can be developed systematically in a similar way as model #3. The total amount of training data needed by standard MLP for the library is 1700 samples collected through electromagnetic simulations. The total
Figure 6.7: Model accuracy comparison (average error on test data) between standard MLP and the proposed model for 3-Conductor microstrip model.
amount of training data required by the proposed approach is only 550 (including
400 samples for base models, and 150 samples for all subsequent library models) as
shown in Table 6.11. Using standard MLP for each library model, the total training
time for all library models is 16.7 hours on Sun Ultra 1 workstation, and using the
proposed approach the total training time is only 19.2 minutes. Figure 6.8 shows the
tendency of amount of required training data versus the size of library. Figure 6.9
shows the tendency of total training time required versus the size of the library.

<table>
<thead>
<tr>
<th>Library model index</th>
<th>MESFET model name</th>
<th>Number of training samples needed (and corresponding model accuracy)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>standard MLP</strong></td>
</tr>
<tr>
<td>Overhead for base models</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>300</strong>, (0.22%, 14min)</td>
</tr>
<tr>
<td>n = 1</td>
<td>1 conductor microstrip model</td>
<td><strong>100</strong>, (0.45%, 2.5min)</td>
</tr>
<tr>
<td>n = 2</td>
<td>2 conductor microstrip model</td>
<td><strong>300</strong>, (0.42%, 14.8min)</td>
</tr>
<tr>
<td>n = 3</td>
<td>3 conductor microstrip model</td>
<td><strong>300</strong>, (0.42%, 73.2min)</td>
</tr>
<tr>
<td>n = 4</td>
<td>4 conductor microstrip model</td>
<td><strong>500</strong>, (0.45%, 495min)</td>
</tr>
<tr>
<td>n = 5</td>
<td>5 conductor microstrip model</td>
<td><strong>500</strong>, (0.37%, 416min)</td>
</tr>
<tr>
<td>microstrip library</td>
<td>Total = 1700, (16.7hrs)</td>
<td>Total = 550, (19.2min)</td>
</tr>
</tbody>
</table>

Table 6.11: Comparison of Number of Training Samples Needed and Training Time Used for Microstrip Library When Developed by Standard MLP and the Proposed Neural Network Structure, respectively. ¹ for Base Models B₁ and B₃ Training and ² for Base Models B₂ and B₄ Training.
Figure 6.8: The total amount of training data required for developing neural model library of microstrip lines versus the total number of models in the library. The overhead data of 400 required for the proposed approach due to base model training is represented by the nonzero value when $N_C = 0$. But the incremental amount of data needed for training each new model in the library is very small under the proposed approach. As the total number of models in the library increases, the total amount of training data required by the proposed approach becomes substantially less than that required by the standard MLP approach.
Figure 6.9: The total training time for developing neural model library of microstrip lines versus the total number of models in the library. The overhead training time of 14 minutes for the proposed approach due to base model training is represented by the nonzero value at \( N_C = 0 \). But the incremental training time for adding each new model to the library is very small under the proposed approach. As the total number of models in the library increases, the total training time required by the proposed approach becomes substantially less than that of the standard MLP approach.
6.3 Library of MESFET Models

The drive for first-pass-success in designing active microwave circuits leads to the need of physics-based transistor device models which give more accurate predictions of device behavior than empirical or equivalent models. However such physics based models are too slow when used repetitively in circuit design. Neural models, trained from physics-based FET data, can be used to instantly predict physics-level device behavior for repetitive use during simulation and optimization [3]. Here we demonstrate the proposed hierarchical approach for a set of FET device models. For this specific example, we assume that the library consists of bias dependent S-parameter models for MESFETs with different gate length values. A typical MESFET model in the library represents the intrinsic FET structure following Khatibzadeh and Trew [151], as shown in Figure 6.10. The library contains 10 models, \( n = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 \)

![ MESFET Diagram ]

Figure 6.10: Physics-based intrinsic MESFET device model following [151].
and each model corresponds to a FET with a fixed gate length of 0.35\(\mu m\), 0.4\(\mu m\), 0.45\(\mu m\), 0.5\(\mu m\), 0.55\(\mu m\), 0.6\(\mu m\), 0.65\(\mu m\), 0.7\(\mu m\), 0.75\(\mu m\), 0.8\(\mu m\), respectively. The library neural models are trained to predict the scattering parameters from physical and electrical parameters of the device. \(Y^n\) includes real and imaginary parts of \(S_{11}\), \(S_{12}\), \(S_{21}\) and \(S_{22}\). \(X^n\) includes frequency(\(\omega\)), channel thickness (\(a\)), gate bias voltage (\(V_g\)), and drain bias voltage (\(V_d\)). Training and test data were obtained by using OSA90 [116] with Khatibzadeh and Trew models [151]. In this library, all transistors have assumed gate width of 1mm. The model parameters and their ranges are shown in Table 6.12.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>gate length</td>
<td>(l)</td>
<td>0.35 (\sim) 0.80(\mu m)</td>
</tr>
<tr>
<td>gate width</td>
<td>(W_c)</td>
<td>1mm</td>
</tr>
<tr>
<td>channel thickness</td>
<td>(a)</td>
<td>0.28 (\sim) 0.42(\mu m)</td>
</tr>
<tr>
<td>frequency</td>
<td>(\omega)</td>
<td>3.14 (\sim) 1.57 (\times) 10^9 rad/sec</td>
</tr>
<tr>
<td>gate bias voltage</td>
<td>(V_g)</td>
<td>(-5 \sim 0V)</td>
</tr>
<tr>
<td>drain bias voltage</td>
<td>(V_d)</td>
<td>0.5 (\sim) 4.5V</td>
</tr>
</tbody>
</table>

Table 6.12: Effective Ranges of Neural Model Input Parameters for MESFET Library.

**Base Model Selections:** In this library, the relationships between the real and imaginary parts of the scattering parameters, namely \(S_{11}\), \(S_{12}\), \(S_{21}\) and \(S_{22}\), and model input parameters \(\omega\), \(V_d\), \(V_g\) and \(a\), are taken as the common characteristics required for all transistor models. To represent these common characteristics, eight base models, \(B_1\), \(B_2\), \ldots, and \(B_8\) are defined corresponding to four scattering parameters of 2 MESFETs, one with small gate length \((l = 0.40\mu m)\) and another with large gate length \((l = 0.80\mu m)\) as shown in Table 6.13. Same-space mapping is used between \(X^i_B\) (of Table 6.13) and \(X^n\), the inputs to both base models being the same as those for the other transistor models in the library. Subspace mapping is used between \(Y^i_B\)
(of Table 6.13) and $Y^n$. The outputs of the base models are the real and imaginary of individual S-parameters of the transistor. In this example, we demonstrate that conventional MLP structure can also be used to construct the base models, with testing accuracy shown in Table 6.13.

<table>
<thead>
<tr>
<th>Base model index $j$</th>
<th>Base model symbol $B_j$</th>
<th>Base model inputs $X^j_B$</th>
<th>Base model outputs $Y^j_B$</th>
<th>Base model structure (MLP)</th>
<th>Model accuracy (average error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$B_1$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{11}$ of $l = 0.4 \mu m$</td>
<td>$4 - 60 - 2$</td>
<td>$0.17%$</td>
</tr>
<tr>
<td>2</td>
<td>$B_2$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{12}$ of $l = 0.4 \mu m$</td>
<td>$4 - 60 - 2$</td>
<td>$0.20%$</td>
</tr>
<tr>
<td>3</td>
<td>$B_3$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{21}$ of $l = 0.4 \mu m$</td>
<td>$4 - 60 - 2$</td>
<td>$0.21%$</td>
</tr>
<tr>
<td>4</td>
<td>$B_4$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{22}$ of $l = 0.4 \mu m$</td>
<td>$4 - 80 - 2$</td>
<td>$0.18%$</td>
</tr>
<tr>
<td>5</td>
<td>$B_5$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{11}$ of $l = 0.8 \mu m$</td>
<td>$4 - 80 - 2$</td>
<td>$0.28%$</td>
</tr>
<tr>
<td>6</td>
<td>$B_6$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{12}$ of $l = 0.8 \mu m$</td>
<td>$4 - 80 - 2$</td>
<td>$0.38%$</td>
</tr>
<tr>
<td>7</td>
<td>$B_7$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{21}$ of $l = 0.8 \mu m$</td>
<td>$4 - 80 - 2$</td>
<td>$0.36%$</td>
</tr>
<tr>
<td>8</td>
<td>$B_8$</td>
<td>$a \omega V_g V_d$</td>
<td>$S_{22}$ of $l = 0.8 \mu m$</td>
<td>$4 - 80 - 2$</td>
<td>$0.29%$</td>
</tr>
</tbody>
</table>

Table 6.13: Base Models for MESFET Library.

Example of Library Model: $n = 2$ For $n = 2$, the library model is constructed by four base models, $B_1$, $B_2$, $B_3$ and $B_4$, directly, without any further training, i.e., $L_1^2 = B_1$, $L_2^2 = B_2$, $L_3^2 = B_3$, $L_4^2 = B_4$, $H^2(Z^2) = Z^2$.

Example of Library Model: $n = 5$ For library model $n = 5$, the input and output definition of the model is the same as that of the base models. The difference is that the gate length is equal to $0.55 \mu m$. The overall model structure is shown in Figure 6.11. There are eight low level modules, i.e., $N^5_L = 8$, and $L_1^5 = B_1$, $L_2^5 = B_2$, $\ldots$, $L_8^5 = B_8$. Base models are used in the low level neural modules to predict the S-parameter pattern for different model inputs. Since model input space is exactly the same as that of base models, knowledge hubs simply perform relay operations, i.e., $u^5_i = U^5_i(X^5) = X^5$, $i = 1, 2, \ldots, 8$. The high level neural module $H^5$ is a 2-layer
Figure 6.11: The hierarchical neural model for FET library model #5, i.e., $n = 5$. 
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perceptron with 16 inputs and 8 outputs (real and imaginary parts of $S_{11}$, $S_{22}$, $S_{12}$ and $S_{21}$). Out of the 16 inputs, 8 inputs correspond to the predictions from base models $B_1$, $B_2$, $B_3$, and $B_4$, while the other 8 inputs correspond to the predictions from base models $B_5$, $B_6$, $B_7$, and $B_8$. This example takes advantage of modular network concept without any gating function. Table 6.14 and Figure 6.12 show the comparison of model accuracy when this transistor is modeled by standard MLP (with 60, 80, and 100 hidden neurons) and the proposed model.

<table>
<thead>
<tr>
<th>No. of training samples</th>
<th>MLP (4-60-8)</th>
<th>MLP (4-80-8)</th>
<th>MLP (4-100-8)</th>
<th>Proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>13.97%</td>
<td>15.15%</td>
<td>14.78%</td>
<td>2.14%</td>
</tr>
<tr>
<td>50</td>
<td>4.51%</td>
<td>4.30%</td>
<td>4.97%</td>
<td>0.99%</td>
</tr>
<tr>
<td>100</td>
<td>2.29%</td>
<td>2.25%</td>
<td>2.57%</td>
<td>0.87%</td>
</tr>
<tr>
<td>150</td>
<td>1.71%</td>
<td>1.57%</td>
<td>1.62%</td>
<td>0.82%</td>
</tr>
<tr>
<td>200</td>
<td>1.46%</td>
<td>1.35%</td>
<td>1.37%</td>
<td>0.79%</td>
</tr>
<tr>
<td>300</td>
<td>0.96%</td>
<td>0.83%</td>
<td>0.94%</td>
<td>0.74%</td>
</tr>
</tbody>
</table>

Table 6.14: Model Accuracy Comparison (average error on test data) Between Standard MLP and the Proposed Model for Library Model, $n = 5$, of MESFET Library.

**Overall Library Accuracy and Development Cost Comparison** Model $n = 10$ can be developed similarly as model $n = 2$. All other library models, $n = 1, 3, 4, 6, 7, 8,$ and $9$, can be developed easily in a similar fashion as library model #5. Using the proposed library approach for each library model, the training time and training data required are much less as compared to the standard MLP approach as shown in Table 6.15.
Figure 6.12: Model accuracy comparison (average error on test data) between standard MLP and the proposed model for the MESFET library model, \( n = 5 \), whose gate length equals 0.55 \( \mu m \).
<table>
<thead>
<tr>
<th>Library model index</th>
<th>MESFET model name</th>
<th>Number of training samples needed (and corresponding model accuracy)</th>
<th>standard MLP</th>
<th>Proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overhead for base models</td>
<td></td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 1$</td>
<td>$l = 0.35 \mu m$</td>
<td>300, (0.81%, 2.52hrs)</td>
<td>50, (0.70%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 2$</td>
<td>$l = 0.40 \mu m$</td>
<td>300, (0.88%, 2.64hrs)</td>
<td>0, (0.23%, 0min)</td>
<td></td>
</tr>
<tr>
<td>$n = 3$</td>
<td>$l = 0.45 \mu m$</td>
<td>300, (0.86%, 2.48hrs)</td>
<td>50, (0.66%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 4$</td>
<td>$l = 0.50 \mu m$</td>
<td>300, (0.88%, 2.32hrs)</td>
<td>50, (0.71%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 5$</td>
<td>$l = 0.55 \mu m$</td>
<td>300, (0.86%, 2.66hrs)</td>
<td>50, (0.99%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 6$</td>
<td>$l = 0.60 \mu m$</td>
<td>300, (0.89%, 2.18hrs)</td>
<td>50, (1.22%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 7$</td>
<td>$l = 0.65 \mu m$</td>
<td>300, (0.82%, 2.45hrs)</td>
<td>50, (1.08%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 8$</td>
<td>$l = 0.70 \mu m$</td>
<td>300, (0.87%, 2.58hrs)</td>
<td>50, (1.05%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 9$</td>
<td>$l = 0.75 \mu m$</td>
<td>300, (0.79%, 2.50hrs)</td>
<td>50, (0.77%, 1.4min)</td>
<td></td>
</tr>
<tr>
<td>$n = 10$</td>
<td>$l = 0.80 \mu m$</td>
<td>300, (0.88%, 2.78hrs)</td>
<td>0, (0.33%, 0min)</td>
<td></td>
</tr>
<tr>
<td>MESFETlibrary</td>
<td></td>
<td></td>
<td>Total = 3000, (25.11hrs)</td>
<td>Total = 1000, (8.95hrs)</td>
</tr>
</tbody>
</table>

Table 6.15: Comparison of Number of Training Samples Needed and Training Time Used for MESFET Library When Developed by Standard MLP and the Proposed Neural Network Structure, respectively. ¹ for Base Models B₁, B₂, B₃ and B₄ Training and ² for Base Models B₅, B₆, B₇ and B₈ Training.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis addressed efficient neural modeling methods for active and passive microwave component models and their library development. A new concept advocating the use of electrical engineering knowledge in the development of neural network models for microwave applications is introduced for the first time in the literature. A knowledge based neural network (KBNN) has been proposed combining microwave empirical experience with the power of learning of neural networks. A new error backpropagation training scheme for the KBNN structure utilizing gradient based \( l_2 \) optimization has been developed. For the examples presented in this thesis, the model testing errors from KBNN are less than those from MLP. The advantage of KBNN is even more significant when training data is insufficient. Reductions in the cost of model development through reduced need of generating large amount of training data and more efficient training algorithm have been demonstrated.

A new research task, i.e., development of library of microwave neural models, is also introduced for the first time in the literature. A new hierarchical neural model approach has been developed exploiting the inherent base relations between library
models and incorporating both functional and structural knowledge. A systematic training procedure was developed in this approach. The proposed approach can be applied to any microwave neural model library development in which basic electrical/microwave characteristics common to the library exists. The efficiency of the proposed approach increases when the library size increases, i.e., when a small set of base models can be extracted to represent basic information of a large number of library models. A significant cost reduction of neural model library development has been achieved, due to faster training and reduced need for data generation.

To accelerate the practical use of the techniques proposed in this thesis, an efficient implementation is necessary. An object oriented computer software package, **POWERNET**, has been developed for neural network training and other utilities. A novel neural network structure description has been developed and adopted in this software package, allowing arbitrary connections of neurons and user-defined activation functions for neurons. This novel neural network structure description and the components of the software package are described in Appendix A.

An overview of neural network applications in microwave area, including application fields, neural network structures and training algorithms, has been presented for an in-depth understanding of the state-of-the-art of the field. Signal integrity oriented optimization of high speed VLSI interconnects utilizing neural networks has also been summarized. The neural models can learn and predict component behaviors originally seen in detailed physics/EM models, and predict such behavior much faster than original models. This thesis work addressed important issues that are specifically crucial in developing microwave neural network models, i.e., cost of model development due to the nature of microwave data generation and the reliability of neural networks in modeling continuous multidimensional microwave problems. This
work is significant for the growing use of neural networks as economical and accurate models in microwave design. It will also have an impact on statistical analysis and design of microwave circuits.

7.2 Suggestions for Future Directions

Neural networks have a very promising future in the microwave design area. Benefits of applying neural network technology can be potentially achieved at all levels of microwave design from device, components, to circuits and systems, and from modeling, simulation, to optimization and synthesis. From the research point of view, future work in structures and training algorithms will shift from demonstration of basic significance of the neural network technology to addressing challenges from real microwave applications.

Modeling of complicated 3D EM problems is one of such work. In this case, the cost of generating training data by EM simulations is very high. How to develop reliable neural model with very small amount of data remains an important research. In many practical cases, training data from simulation/measurement will contain accidental but large errors due to convergence difficulties in simulators or equipment limits that may happen when data generation goes to extreme points in the parameter space. Existing training algorithms can be susceptible to such large errors, and consequently the neural model obtained is not reliable. Robust algorithms automatically dealing with such cases need to be developed, avoiding manual debugging for clues of model inaccuracy.

Filter design with full EM simulation is one of the important, yet difficult tasks for many engineers. Research on neural networks to help for such design is already under-
The highly nonlinear, and non-smooth relationship in such microwave models needs to be addressed by an effective neural network structure. Using standard structures, more neurons are typically needed for such cases leading to requirement of more training data, and higher accuracy is difficult to obtain. Another scenario leading to the same challenge occurs when models contain many variables, for example, many geometrical and physical parameters in a microwave model. Addressing these challenges will be an important direction in future research.

The potential of combining microwave and circuit information with neural networks continues to motivate research leading to advanced knowledge based neural models. The proposed KBNN divides the original parameter space into several regions, with the original problem modeled by different empirical models in each region. This is a modular oriented decomposition. Different ways of incorporating functional knowledge should also be investigated, e.g., allowing empirical formulas to be continuously modified through a sub-neural-network. More advanced forms of knowledge beyond empirical formulas can be considered, such as a circuit simulation. Sometimes, the responses of a device or a circuit may be composed of both smooth portions and sharply varying portions, e.g., the frequency response of the S parameters of microwave filters is a smooth function with superimposed dips on it. A neural network structure based on this decomposition will improve learning of this kind of functional relationship which otherwise would be very difficult to learn using the normal neural network structure.

The hierarchical neural model concept can be extended even beyond the library boundary. In reality, microwave circuits and systems are by nature hierarchical. Neural networks can represent the hierarchical relationship from physical parameters to electrical parameters, from components to circuits. This decomposition is in line
with the structure of the original problem, which helps incorporate structural knowledge and improve model development efficiency. However, the challenge would be to develop a suitable formulation such that neural models at different levels of the hierarchy can be mathematically linked. Another challenge is to develop an effective and efficient training strategy for this structure regarding the sequence and iterations of changing the training parameters in different levels of the hierarchy.

Another significant milestone in this area would be to incorporate the microwave oriented features and techniques of the neural technology into readily usable software tools. These tools would enable more microwave engineers to quickly benefit from this technology, and their feedback could further stimulate advanced research in the area. Neural networks, with their unparalleled speed advantage, and their ability to learn and generalize wide variety of problems, promise to be one of the most powerful vehicles helping microwave design today and tomorrow.
Appendix A

A General Neural Network Structure Description and POWERNET Software Package

For the conventional neural network structures, a structure can be identified by a name, such as MLP, RBF or Wavelet Networks, and a set of numbers, such as number of layers and number of neurons for each layer. The activation functions for neurons are the standard activation functions which are independent of application examples. One self contained program would be enough to deal with various applications. In this thesis, a Knowledge Based Neural Network (KBNN) is proposed, which can incorporate the problem dependent knowledge into neural network structure. This essentially means that a program, which can be adapted easily when used for different applications, is needed. Along with this thesis work, a software package, POWERNET, has been developed. The examples in this thesis were trained using this software package. The POWERNET package was developed with object oriented concept and coded in C++ on Unix. It is aimed for arbitrary neural networks with arbitrary inter-neuron connections and any user provided functions for neuron
activation functions. KBNN is just a special case. A novel and general neural network structure description was created to facilitate such capability of POWERNET. This description is adopted in NeuroModeler [155].

In this appendix, the general neural network structure description was first described and illustrated. The components of POWERNET software package are presented in the following section, together with its usage.

A.1 General Neural Network Structure Description

The general neural network structure description is saved in an ASCII text file, named as *.struc, which serves as the input file to POWERNET. The format of this *.struc file is shown in Table A.1, where the lines started with % are for comment only.

This description starts with a list of input and output neuron labels together with the total number of neurons in the structure. These are followed by the description of individual neurons. For each neuron, the interconnections between this neuron and other neurons are represented by a list of neurons, called FromNeurons whose outputs are the inputs of this neuron, and another list of neurons, called ToNeurons who take this neuron's output as one of their inputs. Each neuron is also described by their activation function name, the number of parameters in the function and a list of these parameters. At the end of structure description, a list of all neuron labels is given to describe the processing sequence of neurons during feedforward stage. This is necessary to release the requirement that the neuron description be presented in the same sequence as it should be processed.
Table A.1: Format of Neural Network Structure Description Files.
Example 1:

A 3 layer perceptron with 1 input neuron, 1 output neuron and 5 hidden neurons, can be described as shown in Table A.2. Since the input neuron gets its input from outside, there is no corresponding FromNeurons. A number with negative sign is put in the list of FromNeurons, which indicates that the input is from outside data array. The absolute value of this number will be the index of this neuron’s input in the outside data array. Similarly for the output neuron, the negative number in the ToNeuron list indicates that its output is going to the outside data array. The absolute value of this number will be the index of this neuron’s output in the outside data array.

Example 2:

The neural network structure in this example is one of the KBNN model trained for mutual inductance modeling of microstrip lines as in Section 4.2. This KBNN structure has 6 input neurons, 3 knowledge neurons, 2 boundary neurons and 1 output neuron. Two application dependent functions, i.e., user provided functions, User_Empirical_112 and User_Bound_112, are used in this structure. The structure is shown in Tables A.3 and A.4.

A.2 POWERNET Software Package

A.2.1 The Components of POWERNET Software Package

The POWERNET software package has three major components, i.e., powernet, optimizer and utility. The functionalities of each component are described as fol-
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sigmoid</td>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sigmoid</td>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td></td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sigmoid</td>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td></td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sigmoid</td>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td></td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sigmoid</td>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>6</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

1 2 3 4 5 6 7

Table A.2: An Example MLP Structure Description File.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th>...</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Relay</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.3: An Example KBNN Structure Description File for Mutual Inductance Modeling of Microstrip Lines.
<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>2</td>
<td>10</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi_Sigmoid</td>
<td>4</td>
<td>-0.26</td>
<td>0.14</td>
<td>0.17</td>
<td>0.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>10</td>
<td>11</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Multi_Sigmoid</td>
<td>4</td>
<td>-2.30</td>
<td>-0.62</td>
<td>-0.03</td>
<td>-1.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>10</td>
<td>11</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Multi_Sigmoid</td>
<td>4</td>
<td>1.44</td>
<td>-1.26</td>
<td>0.94</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normalize</td>
<td>1</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normalize</td>
<td>1</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normalize</td>
<td>1</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>7</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiply_2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>8</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiply_2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>9</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiply_2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>4</td>
<td>0.11</td>
<td>0.52</td>
<td>0.53</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.4: An Example KBNN Structure Description File for Mutual Inductance Modeling of Microstrip Lines (continued).
powernet: building an arbitrary neural network structure; feedforwarding the inputs through the network structure; calculating the gradient of error functions; building activation function library.

optimizer: training neural network using Adaptive Error Backpropagation; training neural network using gradient based $l_2$ optimization technique.

utility: perturbing neural network weights; searching the feedforwarding sequence of neurons for arbitrary neural network; randomizing training data sequence; selecting input and output fields from a given data file; scaling the inputs and outputs of a given set of data; special network structure description conversion.

There are two points which need to be emphasized. Firstly, building a library of activation functions to easily accommodate application dependent functions, i.e., user provided functions, is very important to this software package. A dynamic function linking developed in this software makes the adaptation to new applications much easier. Only the new functions need to be added and compiled. Secondly, though the general neural network structure description is very flexible and useful, it would be tedious for users to write such a description file as POWERNET input file. This description file is intended for machine use. For human communication, sometimes, a neural network structure can be described clearly by a small amount of information. For example, for a 3 layer perceptron, users may only need to indicate number of input neurons, output neurons and hidden neurons, and give a list of weights following specific sequence. Similarly, for KBNN, users may only need to indicate the number of input neurons, output neurons, knowledge neurons and boundary neurons.
The special network structure description conversion utility is developed to automatically convert the structure description in the human preferred form into the machine oriented form as described in Appendix A.1.

The **POWERNET** software package was developed following object oriented concept and coded in C++. The designed and implemented classes for each component are listed in Table A.5.

<table>
<thead>
<tr>
<th>Powernet Components</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>powernet</td>
<td>PowerNeuron; PowerNet; FuncLib; LinkList (template class); String;</td>
</tr>
<tr>
<td>optimizer</td>
<td>Optimizer(base class); EBP; L2;</td>
</tr>
<tr>
<td>utility</td>
<td>Utility (virtual base class); UtilityNetwork (base class); Pertuber; SequenceSearcher; UtilityPattern (base class); InOutSelector; Scaler; Randomizer; MLPConverter; RBFConverter; KBNNConverter;</td>
</tr>
</tbody>
</table>

Table A.5: The Classes within Each Components of **POWERNET** Software Package.

**A.2.2 The Usage of POWERNET Software Package**

The **POWERNET** software package can be used as is for any normal neural network structures which use the built-in activation functions, or relinked with the user implemented activation functions for special neural network structures, such as KBNN.

*For Normal Neural Network Structures:*

Any neural network structures, which use the built-in activation functions in
**POWERNET** software package, are called normal neural network structures. The built-in functions include Relay, Linear, Sigmoid, Arctangent, Hyperbolic_Tangent, Gaussian, Multi_Sigmoid, Normalize, Multiply_2, Bias and PiSigma.

Three files are needed to develop a neural network model using **POWERNET**, that is DEFAULT.struc, DEFAULT.scale and DEFAULT.train. The file format of DEFAULT.struc has been described in Section A.1. At the beginning of the training, this file contains the randomly initialized weights of the neural network. After the training, this file is updated by the trained weights.

DEFAULT.scale file contains the information about the data range of inputs and outputs, with the format shown in Table A.6. The training data is scaled to [0 1] or [-1 1] range using the information in DEFAULT.scale file, for efficient training. The + or - in the first line controls what range the inputs are going to be scaled to. + means range [0 1] and - means [-1 1]. In the normal case, ranges [-1 1] and [0 1] are both good choices. However, for knowledge based neural networks, the knowledge functions based on empirical experience may have specific physical meaning, which requires that the inputs be positive values, e.g., the geometric parameters. Range [0

<table>
<thead>
<tr>
<th>+/-</th>
<th>Input#1.Min</th>
<th>Input#2.Min</th>
<th>....</th>
<th>....</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Input#1.Max</td>
<td>Input#2.Max</td>
<td>....</td>
<td>....</td>
</tr>
<tr>
<td>Output#1.Min</td>
<td>Output#2.Min</td>
<td>....</td>
<td>....</td>
<td></td>
</tr>
<tr>
<td>Output#1.Max</td>
<td>Output#2.Max</td>
<td>....</td>
<td>....</td>
<td></td>
</tr>
</tbody>
</table>

Table A.6: Format of DEFAULT.scale File.
1] should be used in this case. Outputs are always scaled to the range [0 1].

DEFAULT.train file contains information about training process, with the format shown in Table A.7. $l_2$ training used Jacobian matrix whose row number is the product of the number of data and the number of outputs. When large amount of training data is used, the efficiency of the $l_2$ training is decreased due to the large size of Jacobian matrix. A local batch technique is used in POWERNET which divides the total training data into several groups, with one $l_2$ optimization per group. The training is performed cyclically through the groups. For example, if a set of training data with 500 samples is divided into 2 groups for $l_2$ training and the stop criterion is 1%, DEFAULT.train file is shown in Table A.8. For Error Backpropagation training,

<table>
<thead>
<tr>
<th>NumDataPerGroup</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
</tr>
<tr>
<td>500</td>
</tr>
<tr>
<td>0.01</td>
</tr>
</tbody>
</table>

Table A.8: An Example DEFAULT.train File.

there is no need to divide the training data into groups. NumDataPerGroup can be
set as NumTotalData.

Training of a neural network by POWERNET can be started by issuing command

```
% learn_EBP TrainingDataFile
```
or

```
% learn_l2 TrainingDataFile
```

where TrainingDataFile has the most common data file format with input columns followed by output columns as shown in Table A.9.

<table>
<thead>
<tr>
<th>Data1_Input1</th>
<th>Data1_Input2</th>
<th>...</th>
<th>Data1_Output1</th>
<th>Data1_Output2</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data2_Input1</td>
<td>Data2_Input2</td>
<td>...</td>
<td>Data2_Output1</td>
<td>Data2_Output2</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table A.9: Format of Data Files.

After training, the neural network can be tested by issuing command

```
% recall TestDataFile
```

where TestDataFile has the same file format as TrainingDataFile. After testing, two files will be created, i.e., predict.dat and out.dat. The file predict.dat contains pairs of inputs and neural network predicted outputs. The file out.dat contains neural network predicted outputs, desired outputs and the sum_squared_error for individual data.

The usage of other utilities of POWERNET can be obtained by issuing the command of the executable file of each utility without any argument. The rest executable files include randomize, perturb, inout_select, sequence_search, mlp_conv,
rbf_conv and kbnn_conv.

**For Special Neural Network Structures:**

Any neural network structures, which use at least one activation function which is not in the list of the built-in activation functions in the POWERNET software package, are called special neural network structures. All the steps, file preparation and commands, described above are still applicable except that an extra step is needed before all those steps, that is to program and compile those application dependent activation functions and link with the objective files provided by the POWERNET package.

The C++ source code file of these special functions, e.g., named `user_func.cpp`, should follow the format shown in Table A.10. The source file should be compiled into an object file, e.g., `user_func.o`. Then a file `user_func.def` should be edited to register these functions in the function library of POWERNET. The format of file `user_func.def` is shown in Table A.11. The function library should be recompiled and linked with `user_func.o` and the other object files provided by POWERNET software package to make a list of new executable files, such as `learn_l2`, `learn ebp`, `recall`, and so on. These newly made executable files can be employed to develop special neural network models using all the steps described earlier for normal neural network model development.
\[
FuncList[11].Name = "USER_Empirical1";
FuncList[11].NumParaSc = 7;
FuncList[11].NumParaBi = 0;

FuncList[12].Name = "USER_Empirical2";
FuncList[12].NumParaSc = 6;
FuncList[12].NumParaBi = 0;
FuncPointer[12] = USER_Empirical2;

NumFunc = 13;
\]

Table A.11: Format of File: user_func.def. This File Lists User Defined Functions for POWERNET.
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