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Abstract

There are a large number of goodness-of-fit tests in the literature. The most common used tests are Pearson’s chi-squared tests and EDF (empirical distribution function) tests, such as Kolmogorov-Smirnov, Cramer-von Mises and Anderson-Darling tests. The chi-squared tests are easy to use, but they are generally less powerful than EDF tests.

A parameterization approach is proposed to construct a general goodness-of-fit test for a specified distribution $F_0$. It includes traditional EDF tests, as well as new likelihood-ratio tests, which are the analogues of the old tests in representation but are generally much more powerful.

If $F_0$ has some unknown parameters, we need to estimate the parameters first and then apply the tests. Thus, we can test the goodness of fit for a family of distributions. To test normality, for example, suppose $F_0$ is a normal distribution with unknown mean and variance, we can estimate them by the sample mean and variance. Then the new tests can be applied to test the goodness of fit for normality. In such a case, they outperform the best tests of normality in the literature according to our simulation.
The methodology developed for goodness-of-fit tests is applied to the general two-sample problems. Similarly, we can not only generate classical two-sample tests, but also produce new powerful tests, which are sensitive to the difference in location, scale and shape between the distributions of the two-sampled populations. Conventional tests, however, are location-sensitive only.

Besides, the new two-sample tests are generalized to multi-sample tests, and parallel results have been obtained.

Since the exact sampling distributions of the EDF test statistics are intractable, a simple distribution family is introduced to approximate their sampling distributions in the end.
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1. Introduction

There are many kinds of goodness-of-fit tests in the literature. Some of them are special purpose tests, so that they are suitable and perform well only for some special situations. Others are omnibus tests that are applicable to general cases.

The most common used omnibus tests are Pearson's chi-squared tests and the tests based on EDF (empirical distribution function), such as traditional Kolmogorov-Smirnov, Cramer-von Mises and Anderson-Darling tests. Chi-square tests are easy to use, but they are generally less powerful than EDF tests (D'Agostino and Stephens, 1986).

We now introduce a new method based on parameterization, which can not only generate traditional EDF tests, but also produce new powerful omnibus tests.

Let $X$ be a continuous random variable with distribution function $F(x)$, and $X_1, X_2, ..., X_n$ be a random sample from $X$ with order statistics $X_{(1)}, X_{(2)}, ..., X_{(n)}$. We wish to test the null hypothesis

$$H : F(x) = F_0(x), \text{ for all } x \in (-\infty, \infty)$$

against the general alternative

$$\bar{H} : F(x) \neq F_0(x), \text{ for some } x \in (-\infty, \infty)$$

where $F_0(x)$ is a hypothesized distribution function to be tested. Here we discuss only the basic situation where $F_0(x)$ is completely known. For other cases, see
Section 6. Note that

\[ H = \bigcap_{t \in (-\infty, \infty)} H_t \quad \text{and} \quad \bar{H} = \bigcup_{t \in (-\infty, \infty)} \bar{H}_t, \]

with \( H_t : F(t) = F_0(t) \) and \( \bar{H}_t : F(t) \neq F_0(t) \). Then testing \( H \) vs. \( \bar{H} \) is equivalent to testing \( H_t \) vs. \( \bar{H}_t \) for every \( t \in (-\infty, \infty) \).

To test \( H_t \) vs. \( \bar{H}_t \) with \( t \) fixed, we have a binary random sample based on the indicator function: \( X_{it} = I(X_i \leq t) \) \((i = 1, 2, ..., n)\) satisfying \( P(X_{it} = 1) = F(t) \) and \( P(X_{it} = 0) = 1 - F(t) \).

Note that \( F(x) \) is an unknown distribution function arbitrary, while \( F(t) \) with \( t \) fixed is nothing but a unknown parameter. Through introducing the new binary sample, the nonparametric test for \( H \) vs. \( \bar{H} \) is simplified to a family of parametric tests for \( H_t \) vs. \( \bar{H}_t \), \( t \in (-\infty, \infty) \). The simplification is a process of parameterization, through which parametric approaches can be applied to nonparametric tests.

For each fixed \( t \in (-\infty, \infty) \) and the corresponding random sample \( X_{1t}, X_{2t}, ..., X_{nt} \), let \( Z_t \) be a statistic for testing \( H_t \) vs. \( \bar{H}_t \) such that its large values reject \( H_t \). Then two types of statistics for testing \( H \) vs. \( \bar{H} \) can be defined by

\[ Z = \int_{-\infty}^{\infty} Z_t \, dw(t) \quad \text{and} \quad Z_{\max} = \sup_{t \in (-\infty, \infty)} \left[ Z_t w(t) \right], \quad (1.1) \]

where \( w(t) \) is some weight function and large values of \( Z \) or \( Z_{\max} \) reject the null hypothesis \( H \).

The power of \( Z \) or \( Z_{\max} \) depends on \( Z_t \) and \( w(t) \). Two natural candidates for \( Z_t \) are Pearson’s chi-squared test statistic and the likelihood-ratio test statistic, which
are respectively (after simplification)

\[ X_t^2 = \frac{n[F_n(t) - F_0(t)]^2}{F_0(t)[1 - F_0(t)]} \]  
(1.2)

and

\[ G_t^2 = 2n\{ F_n(t) \log \frac{F_n(t)}{F_0(t)} + [1 - F_n(t)] \log \frac{1 - F_n(t)}{1 - F_0(t)} \} , \]  
(1.3)

where \( F_n(t) \) is the empirical distribution function of the original sample \( X_1, X_2, ..., X_n \).

A large family of \( Z_t \) which embeds \( X_t^2 \) and \( G_t^2 \) can be obtained by using the Cressie and Read (1984) family of divergence statistics \( 2nI^\lambda \) for testing the goodness of fit of a multinomial distribution. In fact, for the above binary sample \( X_{1t}, X_{2t}, ..., X_{nt} \) with \( t \) fixed, the Cressie-Read family of divergence statistics for testing \( H_t \) vs. \( \bar{H}_t \) is

\[ 2nI_t^\lambda = \frac{2n}{\lambda(\lambda + 1)} \{ F_n(t)[\frac{F_n(t)}{F_0(t)}]\lambda + [1 - F_n(t)][\frac{1 - F_n(t)}{1 - F_0(t)}]\lambda - 1 \} , \]  
(1.4)

which includes \( X_t^2 (\lambda=1) \) and \( G_t^2 (\lambda=0) \), as well as other important statistics (Cressie and Read 1984; Read and Cressie 1988).

We focus on \( X_t^2 \) and \( G_t^2 \) because \( X_t^2 \) is associated with classical tests while \( G_t^2 \) is the best choice of \( Z_t \) in (1.1) among the family (1.4) according to our simulation.

By choosing different weight functions, we will show in Sections 2-4 by simulation that (a) using \( X_t^2 \) as \( Z_t \) generates traditional EDF test statistics; (b) using \( G_t^2 \) as \( Z_t \) produces new EDF tests; (c) the new EDF tests are generally more powerful than traditional goodness-of-fit tests.

The sampling distributions of the new test statistics are intractable. Their em-
Empirical percentage points are given in Section 5. In Sections 6-7, we will consider the case when $F_0$ has some parameters unknown. As a typical example, we discuss the goodness-of-fit test for normality, which is a fundamental issue in statistics and has always been a hot topic in the literature. Our simulation indicates that the new EDF tests outperform the best tests of normality in the literature.

In Sections 9-11, the idea of parameterization for one-sample tests is developed and applied to the general two-sample problem. Similarly, we can not only generate traditional two-sample tests, but also produce new powerful distribution-free tests. Furthermore, the results for two-sample tests are generalized to $k$-sample tests (see Sections 12-15). Monte Carlo simulation shows that conventional multi-sample tests are sensitive to location difference among distributions, but are dull to detect the variation in shape. However, the new tests are both location- and shape-sensitive.

A simple distribution family is introduced in Section 16-19 to approximate the distribution functions of goodness-of-fit test statistics, but the approach is applicable to general continuous random variables. Some traditional EDF test statistics are used as illustrative examples. Finally, concluding remarks are given in Section 20.

2. Traditional Goodness-of-Fit Tests Based on EDF

Using $X_i^2$ in (1.2) as $Z_i$ in (1.1) but choosing different weight functions, we can derive traditional goodness-of-fit tests based on EDF. Below are three examples.

1. $w(t) = n^{-1}F_0(t)[1 - F_0(t)]$
Replacing $Z_t$ of statistic $Z_{\text{max}}$ in (1.1) with $X_t^2$ in (1.2) generates

$$K_S^2 = \left[ \sup_{t \in (-\infty, \infty)} |F_n(t) - F_0(t)| \right]^2$$

$$= \left[ \max_{1 \leq i \leq n} \{ \max \left\{ \frac{i}{n} - F_0(X_{(i)}), \frac{F_0(X_{(i)}) - 1}{n} \right\} \} \right]^2,$$

where $K_S$ is the Kolmogorov-Smirnov statistic, the most well-known statistic for goodness-of-fit tests (Kolmogorov, 1933; Smirnov, 1939; Massey, 1951; Stephens, 1970, 1974; Conover, 1980; Pratt and Gibbons, 1981; D’Agostino and Stephens, 1986; Gibbons, 1992; Cabaña, 1996).

2. $w(t) = F_0(t)$

Replacing $Z_t$ of statistic $Z$ in (1.1) with $X_t^2$ in (1.2) generates the Anderson-Darling statistic

$$A^2 = n \int_{-\infty}^{\infty} \left[ F_n(t) - F_0(t) \right]^2 F_0(t)^{-1} [1 - F_0(t)]^{-1} dF_0(t)$$

$$= -\frac{2}{n} \sum_{i=1}^{n} \left[ (i - 0.5) \log F_0(X_{(i)}) + (n - i + 0.5) \log [1 - F_0(X_{(i)})] \right] - n,$$

one of the most powerful and important goodness-of-fit tests in the literature (Anderson and Darling, 1952, 1954; Stephens, 1970, 1974; D’Agostino and Stephens, 1986; Sinclair and Spurr, 1988). The last equality here (as well as that below) can be obtained by evaluating the associated integral.

3. $dw(t) = F_0(t)[1 - F_0(t)]dF_0(t)$

Replacing $Z_t$ of statistic $Z$ in (1.1) with $X_t^2$ in (1.2) generates the famous Cramér-von Mises statistic (Cramér, 1928; von Mises, 1931; Smirnov, 1936, 1937; Stephens, 1970, 1974; Knott, 1974; Conover, 1980; D’Agostino and Stephens, 1986; Csörgő
and Faraway, 1996; Spinelli and Stephens, 1997)

\[ W^2 = n \int_{-\infty}^{\infty} [F_n(t) - F_0(t)]^2 \, dF_0(t) \]

\[ = \sum_{i=1}^{n} [F_0(X_{(i)}) - \frac{i - 0.5}{n}]^2 + \frac{1}{12n}. \]

3. New Powerful EDF Tests

As a goodness-of-fit test for a multinomial distribution, the Pearson’s chi-squared statistic is asymptotically equivalent to the likelihood-ratio statistic. Therefore, under the null hypothesis \( H_0 \) in Section 1, the chi-squared statistic \( X^2 \) in (1.2) and the likelihood-ratio statistic \( G^2 \) in (1.3) are equivalent in large sample situations, but they are different under the alternative \( \bar{H}_1 \). We have seen in Section 2 that traditional tests can be generated by using \( X^2 \) as \( Z_t \) in (1.1). In this section we shall use \( G^2 \) to produce new powerful tests by choosing proper weight functions.

For any continuous hypothetical distribution function \( F_0 \), let \( U_i = F_0(X_i) \) (i=1, 2, ..., n) so that \( U_{(i)} = F_0(X_{(i)}) \). Note that \( X_1, X_2, ..., X_n \) are i.i.d. from \( F_0 \) if and only if \( U_1, U_2, ..., U_n \) are i.i.d. from \( U(0, 1) \), the standard uniform distribution. To test \( H \) vs. \( \bar{H} \), consider a statistic with form \( T = T(U_1, U_2, ..., U_n) \), where \( T(\cdots) \) is a given function independent of \( F_0 \). Since \( U_i \) and \( 1 - U_i \) are identically distributed under \( H \), a reasonable \( T \) should satisfy

\[ T(U_1, U_2, ..., U_n) = T(1 - U_1, 1 - U_2, ..., 1 - U_n). \]

In such a case, we say that \( T \) is distribution-symmetric about the median.

It is obvious that the traditional statistics \( K_s \), \( W^2 \) and \( A^2 \) in Section 2 are
functions of $U_1$, $U_2$, ..., $U_n$, and they are distribution-symmetric. In order to generate new distribution-symmetric tests, we have to choose proper weight functions. Moreover, we sometimes need to make modifications to $F_n(t)$ at its discontinuous points $X(i)$ ($i = 1, 2, ..., n$) by defining $F_n(X(i)) = (i - c)/(n + 1 - 2c)$, where $c$ is a constant between 0 and 1. The natural and intuitive choice of $c$ is 0.5 so that $F_n(X(i)) = (i - 0.5)/n$ or $[F_n(X(i) - 0) + F_n(X(i) + 0)]/2$, which is a common way (something like continuity correction) to modify the empirical distribution function. In fact, we can imagine that at point $x = X(i)$, there are $i - 0.5$ or $n - i + 0.5$ observations among $X_1$, $X_2$, ..., $X_n$ which are less or greater than the $x$. Indeed, our simulation shows that $c = 0.5$ seems to be the best choice in terms of power. Finally, the traditional test statistics in Section 2 also suggest that $F_n(X(i))$ should be $(i - 0.5)/n$ instead of $i/n$.

When necessary, we always define $F_n(X(i)) = (i - 0.5)/n$. Then new distribution-symmetric tests can be generated by choosing proper weight functions as follows.

1. $w(t) = 1$

Let $X(0) = -\infty$ and $X(n+1) = \infty$. Replacing $Z_t$ of statistic $Z_{\max}$ in (1.1) with $G_t^2$ in (1.3) produces

$$\sup_{t \in (-\infty, \infty)} G_t^2 = \max_{0 \leq i \leq n} \sup_{X(i) \leq x < X(i+1)} G_t^2 = \max_{1 \leq i \leq n} G_{X(i)}^2,$$

which is equivalent to

$$Z_K = \max_{1 \leq i \leq n} \left[ (i - 0.5) \log \frac{n - i + 0.5}{nF_0(X(i))} + (n - i + 0.5) \log \frac{n - i + 0.5}{n[1 - F_0(X(i))]} \right]. \quad (3.1)$$

2. $dw(t) = F_n(t)^{-1}[1 - F_n(t)]^{-1}dF_n(t)$
Replacing $Z_t$ of statistic $Z$ in (1.1) with $G_t^2$ in (1.3) produces

$$2 \sum_{i=1}^{n} \left[ \frac{n}{n-i+0.5} \log \frac{i-0.5}{nF_0(X_{(i)})} + \frac{n}{i-0.5} \log \frac{n-i+0.5}{n[1-F_0(X_{(i)})]} \right],$$

which is equivalent to

$$Z_A = -\sum_{i=1}^{n} \left[ \frac{\log F_0(X_{(i)})}{n-i+0.5} + \frac{\log[1-F_0(X_{(i)})]}{i-0.5} \right]. \quad (3.2)$$

3. $dw(t) = F_0(t)^{-1}[1 - F_0(t)]^{-1}dF_0(t)$

Replacing $Z_t$ of statistic $Z$ in (1.1) with $G_t^2$ in (1.3) produces

$$\sum_{i=1}^{n} \left[ \log[F_0(X_{(i)})]^{-1} - 1] - b_{i-1} + b_i \right]^2 + C_n,$$

where $C_n$ is a constant and $b_i = i\log(i/n) + (n-i)\log(1-i/n)$.

Since $b_{i-1} - b_i \approx \log[(n - 0.5)/(i - 0.75) - 1]$, the above test statistic is approximately equivalent to

$$Z_C = \sum_{i=1}^{n} \left[ \log \frac{F_0(X_{(i)})^{-1} - 1}{(n - 0.5)/(i - 0.75) - 1} \right]^2. \quad (3.3)$$

The new statistics $Z_K$, $Z_A$ and $Z_C$ are distribution-symmetric. They look like traditional $K_S$, $A^2$ and $W^2$ respectively, but they are generally much more powerful. According to our simulation, they are sensitive not only to the location or scale, but also to the shape of the alternative distribution.

4. Power Comparison by Simulation

In this section we will use the Monte Carlo approach to simulate the powers of the new statistics $Z_A$, $Z_C$, $Z_K$ and the traditional Kolmogorov-Smirnov statistic
$K_S$, Cramér-von Mises statistic $W^2$, Anderson-Darling statistic $A^2$ and Pearson's chi-squared statistic $X^2$. For the chi-squared test, the sample observations need be grouped. Here we use the associated function in Splus with default values (See, e.g., *S-Plus 2000 Guide to Statistics, Volume 1*, Data Analysis Products Division, MathSoft, Seattle, WA, p. 100).

The simulation size is 10,000, and the significance level or the probability of type I error for testing goodness of fit is $\alpha = 0.05$. For various situations about the null hypothesis $H$ and the alternative $\bar{H}$, all simulated powers for the seven statistics are illustrated with graphs, where the powers are plotted against the sample size $n$ for selected values of $n=10, 20, 30, 50, 70, 100, 150, 200$ and 300.

**Example 4.1:**

$H : X_1, \ldots, X_n \overset{iid}{\sim} U(0, 1)$ vs. $\bar{H} : X_1, \ldots, X_n \overset{iid}{\sim} \text{Beta}(p, q)$

Without loss of generality, we can assume that the underlying distribution $F$ is the standard uniform $U(0, 1)$ under the null hypothesis $H$. Then the natural candidate for $F$ under the alternative $\bar{H}$ is the beta distribution $\text{Beta}(p, q)$ with parameters $p$ and $q$, which includes the uniform $U(0, 1)$ or $\text{Beta}(1, 1)$. So, this example is actually a parametric test for $H : (p, q) = (1, 1)$ vs. $\bar{H} : (p, q) \neq (1, 1)$.

For $(p, q) = (0.6, 0.8), (0.6, 0.6), (0.8, 0.8), (1.3, 1.3), (1.6, 1.6), (1.3, 1.6)$, the powers of $Z_A, Z_C, Z_K, K_S, W^2, A^2, X^2$ under $\bar{H}$ are plotted in Fig. 4.1 respectively. We see that $Z_A$ or $Z_C$ has the highest power in the cases where $p, q > 1$ or $p, q < 1$, and they dominate all others. Although $Z_K$ is not as powerful as $Z_A$ and $Z_C$, it is still overwhelmingly powerful compared to its analogue $K_S$. 
We also consider the power of the entropy-based test of uniformity proposed by Dudewicz and van der Meulen (1981). Their method involves choosing the best integer \( m \) which depends on the sample size \( n \), but their power results in Table 3 are obtained from choosing the best \( m \) not only for different \( n \) but also for different alternative distributions. Of course, different tests fit different models. However, when performing a nonparametric test, we have no idea about the alternative distribution. Therefore, if a fixed \( m \) is used for the same \( n \) but different alternative distributions, the power of such a test is generally lower than that of Anderson-Darling test \( A^2 \).

**Example 4.2:**

\[
H : X_1, ..., X_n \overset{iid}{\sim} N(\mu, \sigma^2) \ vs. \ \tilde{H} : X_1, ..., X_n \overset{iid}{\sim} t(k)
\]

Because of the importance of the normal distribution, \( F \) is assumed to be a normal distribution \( N(\mu, \sigma^2) \) under the null hypothesis \( H \). It is interesting to consider that (a) \( F \) also has a symmetric distribution under the alternative \( \tilde{H} \), say \( t(k) \), the \( t \) distribution with \( k \) degrees of freedom; (b) both distributions have the same mean and variance, i.e. \( \mu = 0 \) and \( \sigma^2 = k/(k - 2) \).

Since \( N(0, 1) = t(\infty) \), testing \( H : F = N(\mu, \sigma^2) \ vs. \ \tilde{H} : F = t(k) \) is equivalent to testing \( H : k = \infty \ vs. \ \tilde{H} : k \neq \infty \). Fig. 4.2 compares the powers of the seven statistics \( Z_A, Z_C, Z_K, K_S, W^2, A^2, X^2 \) for \( k = 3, 5, 10 \). Obviously \( Z_C \) is the best and \( Z_A, Z_C, Z_K \) dominate the others (sometimes they are much more powerful).

The Cauchy and logistic distributions are also typical examples of symmetric distributions, which can be considered as the underlying distribution under \( \tilde{H} \). The
power comparison for logistic distribution is just like that for \( t(9) \), while the Cauchy distribution is \( t(1) \).

**Example 4.3:**

\[ H : X_1, ..., X_n \overset{iid}{\sim} N(\mu, \sigma^2) \text{ vs. } \bar{H} : X_1, ..., X_n \overset{iid}{\sim} \text{Gamma}(r, 1) \]

In this example \( F \) is also assumed to be \( N(\mu, \sigma^2) \) under \( H \), but it has an asymmetric distribution under \( \bar{H} \), such as \( \text{Gamma}(r, 1) \), the gamma distribution with shape parameter \( r \) and scale parameter 1, which includes exponential and chi-squared distributions. We also assume that both distributions have the same mean and variance, i.e. \( \mu = r \) and \( \sigma^2 = r \).

Similarly, since the asymptotic distribution of \( \text{Gamma}(r, 1) \) is normal when \( r \to \infty \), testing \( H : F = N(\mu, \sigma^2) \text{ vs. } \bar{H} : F = \text{Gamma}(r, 1) \) is equivalent to testing \( H : r = \infty \text{ vs. } \bar{H} : r \neq \infty \).

Simulated powers of the seven statistics for \( r = 5, 10 \) and 20 are also plotted in Fig. 4.2, which shows that (a) \( Z_A, Z_C, Z_K \) dominate the others; (b) the powers of \( Z_A \) and \( Z_C \) are sometimes substantially higher than those of the traditional statistics.

Other asymmetric distributions, such as the log-normal, Weibull, \( F \) and Beta were also considered as alternative distributions against the normal. These situations are similar to that of gamma.

**Example 4.4:**

\[ H : X_1, ..., X_n \overset{iid}{\sim} N(0, 1) \text{ vs. } \bar{H} : X_1, ..., X_n \overset{iid}{\sim} N(\mu, \sigma^2) \]
In the last example, $F$ is assumed to be normal under both $H$ and $\bar{H}$. Without loss of generality, we need to consider only the test for $H : F = N(0, 1)$ vs. $\bar{H} : F = N(\mu, \sigma^2)$, or equivalently, $H : (\mu, \sigma^2) = (0, 1)$ vs. $\bar{H} : (\mu, \sigma^2) \neq (0, 1)$.

Six cases are considered with alternatives (1) $N(0.1, 1)$, (2) $N(0.4, 1)$, (3) $N(0, 1.5)$, (4) $N(0, 2)$, (5) $N(0.1, 2)$ and (6) $N(0.4, 1.5)$. Note that in cases 1 and 2, the two distributions have the same variance but different means, and in cases 3 and 4, they have the same mean but different variances. In cases 5 and 6, means and variances are both different.

For normal models, the distributions differ in mean and variance only. There is no shape difference in terms of skewness and kurtosis. For each case Fig. 4.3 compares the powers of the seven tests, as well as the optimal parametric $t$-test and the $\chi^2$-test for normal mean and variance.

It is clear that for cases 1, 2, 6 where the major difference between the two distributions arises from means rather than variances, there is no significant difference in power between the new tests and their analogues $A^2$, $W^2$ and $K_S$. Conversely, for the other three cases, the advantage of the new tests is obvious. When the difference in distribution arises from means only, such as cases 1 and 2, the six tests are almost as powerful as the optimal $t$-test. In cases 3 and 4 where the only difference comes from variances, the power lost by using the new tests over the $\chi^2$-test is much less than that by using their analogues. Among $A^2$, $W^2$ and $K_S$, $A^2$ is almost the best in all cases, which is also true for other examples.
Fig. 4.1. Power comparison when testing $H : F = U(0, 1)$ vs $\bar{H} : F = Beta(p, q)$ at level $\alpha = 0.05$
Fig. 4.2. Power comparison when testing (a) $H : F = N(\mu, \sigma^2)$ vs $\bar{H} : F = t(k)$ and (b) $H : F = N(\mu, \sigma^2)$ vs $\bar{H} : F = \text{Gamma}(\tau, 1)$ at level $\alpha = 0.05$
Fig. 4.3. Power comparison when testing $H : F = N(0, 1)$ vs $\bar{H} : F = N(\mu, \sigma^2)$ at level $\alpha = 0.05$
5. The Distributions of $Z_A$, $Z_C$ and $Z_K$

Like the Anderson-Darling $A^2$, Cramér-von Mises $W^2$ and Kolmogorov-Smirnov $K_S$, the new statistics $Z_A$, $Z_C$ and $Z_K$ are distribution-free. Our simulation on skewness and kurtosis shows that the sampling distributions of $Z_A$, $Z_C$ and $Z_K$ converge very slowly. Therefore, it is of limited practical value to study their asymptotic distributions. Just as for $A^2$, $W^2$ and $K_S$, it is difficult to find their exact null distributions for finite sample cases except for small sample sizes.

Again Monte Carlo simulation is used to approximate the percentage points of $Z_A$, $Z_C$ and $Z_K$ for some selected sample sizes. Tables 5.1-5.3 respectively give their approximate percentage points, which are based on a simulation of size one million. The $p$-quantiles or percentage points of these tables are provided for use at $p = 0.001, 0.01, 0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90, 0.95, 0.99, 0.999$.

The simulation error in Tables 5.1-5.3 can be estimated in terms of confidence intervals for the true percentage levels rather percentage points. For each simulated percentage point at level $p$, the $99.73\%$ confidence interval for the true percentage level is $p \pm 3\sqrt{p(1-p)/N}$, where $N=1,000,000$ is the replicates of simulation. Thus, the $99.73\%$ confidence intervals for the true percentage levels in Tables 5.1-5.3 are respectively $0.001 \pm 0.0001$, $0.01 \pm 0.0003$, $0.05 \pm 0.0007$, $0.10 \pm 0.0009$, $0.20 \pm 0.0012$, $0.30 \pm 0.0014$, $0.4 \pm 0.0015$, $0.50 \pm 0.0015$, $0.60 \pm 0.0015$, $0.70 \pm 0.0014$, $0.80 \pm 0.0012$, $0.90 \pm 0.0009$, $0.95 \pm 0.0007$, $0.99 \pm 0.0003$, $0.999 \pm 0.0001$. 
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### TABLE 5.1. (a) Percentage points for $10Z_A - 32$ (Lower Tail)

<table>
<thead>
<tr>
<th>n</th>
<th>0.001</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-0.1639</td>
<td>0.140</td>
<td>0.666</td>
<td>1.094</td>
<td>1.824</td>
<td>2.549</td>
<td>3.334</td>
<td>4.235</td>
</tr>
<tr>
<td>6</td>
<td>0.0718</td>
<td>0.358</td>
<td>0.836</td>
<td>1.224</td>
<td>1.875</td>
<td>2.514</td>
<td>3.200</td>
<td>3.989</td>
</tr>
<tr>
<td>7</td>
<td>0.2386</td>
<td>0.506</td>
<td>0.942</td>
<td>1.292</td>
<td>1.879</td>
<td>2.452</td>
<td>3.064</td>
<td>3.763</td>
</tr>
<tr>
<td>8</td>
<td>0.3532</td>
<td>0.613</td>
<td>1.015</td>
<td>1.335</td>
<td>1.872</td>
<td>2.392</td>
<td>2.946</td>
<td>3.574</td>
</tr>
<tr>
<td>9</td>
<td>0.4454</td>
<td>0.683</td>
<td>1.061</td>
<td>1.359</td>
<td>1.854</td>
<td>2.327</td>
<td>2.834</td>
<td>3.405</td>
</tr>
<tr>
<td>10</td>
<td>0.5140</td>
<td>0.742</td>
<td>1.095</td>
<td>1.374</td>
<td>1.831</td>
<td>2.270</td>
<td>2.736</td>
<td>3.261</td>
</tr>
<tr>
<td>12</td>
<td>0.6158</td>
<td>0.823</td>
<td>1.137</td>
<td>1.381</td>
<td>1.782</td>
<td>2.164</td>
<td>2.566</td>
<td>3.017</td>
</tr>
<tr>
<td>14</td>
<td>0.6861</td>
<td>0.872</td>
<td>1.156</td>
<td>1.375</td>
<td>1.732</td>
<td>2.071</td>
<td>2.427</td>
<td>2.824</td>
</tr>
<tr>
<td>16</td>
<td>0.7350</td>
<td>0.906</td>
<td>1.164</td>
<td>1.364</td>
<td>1.686</td>
<td>1.989</td>
<td>2.309</td>
<td>2.665</td>
</tr>
<tr>
<td>18</td>
<td>0.7659</td>
<td>0.929</td>
<td>1.168</td>
<td>1.351</td>
<td>1.645</td>
<td>1.923</td>
<td>2.214</td>
<td>2.536</td>
</tr>
<tr>
<td>20</td>
<td>0.7964</td>
<td>0.945</td>
<td>1.167</td>
<td>1.336</td>
<td>1.607</td>
<td>1.862</td>
<td>2.127</td>
<td>2.421</td>
</tr>
<tr>
<td>25</td>
<td>0.8427</td>
<td>0.972</td>
<td>1.159</td>
<td>1.301</td>
<td>1.528</td>
<td>1.741</td>
<td>1.961</td>
<td>2.204</td>
</tr>
<tr>
<td>30</td>
<td>0.8668</td>
<td>0.982</td>
<td>1.147</td>
<td>1.271</td>
<td>1.467</td>
<td>1.650</td>
<td>1.838</td>
<td>2.047</td>
</tr>
<tr>
<td>40</td>
<td>0.8980</td>
<td>0.990</td>
<td>1.122</td>
<td>1.220</td>
<td>1.377</td>
<td>1.521</td>
<td>1.668</td>
<td>1.831</td>
</tr>
<tr>
<td>50</td>
<td>0.9120</td>
<td>0.990</td>
<td>1.102</td>
<td>1.184</td>
<td>1.314</td>
<td>1.433</td>
<td>1.555</td>
<td>1.689</td>
</tr>
<tr>
<td>70</td>
<td>0.9233</td>
<td>0.983</td>
<td>1.070</td>
<td>1.132</td>
<td>1.230</td>
<td>1.319</td>
<td>1.410</td>
<td>1.510</td>
</tr>
<tr>
<td>100</td>
<td>0.9270</td>
<td>0.974</td>
<td>1.038</td>
<td>1.085</td>
<td>1.157</td>
<td>1.222</td>
<td>1.289</td>
<td>1.361</td>
</tr>
<tr>
<td>150</td>
<td>0.9272</td>
<td>0.960</td>
<td>1.007</td>
<td>1.040</td>
<td>1.092</td>
<td>1.138</td>
<td>1.184</td>
<td>1.234</td>
</tr>
<tr>
<td>200</td>
<td>0.9246</td>
<td>0.951</td>
<td>0.988</td>
<td>1.014</td>
<td>1.054</td>
<td>1.089</td>
<td>1.125</td>
<td>1.164</td>
</tr>
<tr>
<td>300</td>
<td>0.9207</td>
<td>0.940</td>
<td>0.966</td>
<td>0.985</td>
<td>1.013</td>
<td>1.037</td>
<td>1.062</td>
<td>1.089</td>
</tr>
<tr>
<td>500</td>
<td>0.9156</td>
<td>0.928</td>
<td>0.945</td>
<td>0.957</td>
<td>0.975</td>
<td>0.991</td>
<td>1.006</td>
<td>1.023</td>
</tr>
<tr>
<td>1000</td>
<td>0.9097</td>
<td>0.917</td>
<td>0.926</td>
<td>0.933</td>
<td>0.942</td>
<td>0.951</td>
<td>0.959</td>
<td>0.968</td>
</tr>
</tbody>
</table>
### TABLE 5.1. (b) Percentage points for $10Z_A - 32$ (Upper Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.50</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>4.235</td>
<td>5.317</td>
<td>6.71</td>
<td>8.70</td>
<td>12.24</td>
<td>15.98</td>
<td>25.43</td>
<td>39.77</td>
</tr>
<tr>
<td>6</td>
<td>3.989</td>
<td>4.929</td>
<td>6.14</td>
<td>7.86</td>
<td>10.88</td>
<td>14.04</td>
<td>22.10</td>
<td>34.55</td>
</tr>
<tr>
<td>8</td>
<td>3.574</td>
<td>4.322</td>
<td>5.28</td>
<td>6.63</td>
<td>9.01</td>
<td>11.49</td>
<td>17.69</td>
<td>27.46</td>
</tr>
<tr>
<td>9</td>
<td>3.405</td>
<td>4.084</td>
<td>4.95</td>
<td>6.18</td>
<td>8.32</td>
<td>10.54</td>
<td>16.17</td>
<td>24.74</td>
</tr>
<tr>
<td>10</td>
<td>3.261</td>
<td>3.887</td>
<td>4.69</td>
<td>5.80</td>
<td>7.75</td>
<td>9.79</td>
<td>14.89</td>
<td>22.74</td>
</tr>
<tr>
<td>12</td>
<td>3.017</td>
<td>3.554</td>
<td>4.23</td>
<td>5.19</td>
<td>6.86</td>
<td>8.60</td>
<td>12.89</td>
<td>19.64</td>
</tr>
<tr>
<td>14</td>
<td>2.824</td>
<td>3.294</td>
<td>3.89</td>
<td>4.73</td>
<td>6.19</td>
<td>7.70</td>
<td>11.46</td>
<td>17.32</td>
</tr>
<tr>
<td>16</td>
<td>2.665</td>
<td>3.087</td>
<td>3.62</td>
<td>4.37</td>
<td>5.67</td>
<td>7.01</td>
<td>10.35</td>
<td>15.47</td>
</tr>
<tr>
<td>18</td>
<td>2.536</td>
<td>2.917</td>
<td>3.40</td>
<td>4.07</td>
<td>5.24</td>
<td>6.46</td>
<td>9.47</td>
<td>14.11</td>
</tr>
<tr>
<td>20</td>
<td>2.421</td>
<td>2.769</td>
<td>3.21</td>
<td>3.82</td>
<td>4.89</td>
<td>5.99</td>
<td>8.69</td>
<td>12.84</td>
</tr>
<tr>
<td>25</td>
<td>2.204</td>
<td>2.490</td>
<td>2.85</td>
<td>3.35</td>
<td>4.23</td>
<td>5.13</td>
<td>7.32</td>
<td>10.71</td>
</tr>
<tr>
<td>30</td>
<td>2.047</td>
<td>2.291</td>
<td>2.60</td>
<td>3.03</td>
<td>3.76</td>
<td>4.53</td>
<td>6.39</td>
<td>9.22</td>
</tr>
<tr>
<td>40</td>
<td>1.831</td>
<td>2.022</td>
<td>2.26</td>
<td>2.59</td>
<td>3.16</td>
<td>3.75</td>
<td>5.17</td>
<td>7.37</td>
</tr>
<tr>
<td>50</td>
<td>1.699</td>
<td>1.845</td>
<td>2.04</td>
<td>2.31</td>
<td>2.77</td>
<td>3.25</td>
<td>4.41</td>
<td>6.16</td>
</tr>
<tr>
<td>70</td>
<td>1.510</td>
<td>1.626</td>
<td>1.77</td>
<td>1.97</td>
<td>2.31</td>
<td>2.65</td>
<td>3.49</td>
<td>4.75</td>
</tr>
<tr>
<td>100</td>
<td>1.361</td>
<td>1.445</td>
<td>1.55</td>
<td>1.69</td>
<td>1.93</td>
<td>2.18</td>
<td>2.78</td>
<td>3.70</td>
</tr>
<tr>
<td>150</td>
<td>1.234</td>
<td>1.292</td>
<td>1.36</td>
<td>1.46</td>
<td>1.63</td>
<td>1.80</td>
<td>2.20</td>
<td>2.81</td>
</tr>
<tr>
<td>200</td>
<td>1.164</td>
<td>1.209</td>
<td>1.26</td>
<td>1.34</td>
<td>1.47</td>
<td>1.59</td>
<td>1.90</td>
<td>2.35</td>
</tr>
<tr>
<td>300</td>
<td>1.089</td>
<td>1.120</td>
<td>1.16</td>
<td>1.21</td>
<td>1.30</td>
<td>1.38</td>
<td>1.59</td>
<td>1.90</td>
</tr>
<tr>
<td>500</td>
<td>1.023</td>
<td>1.042</td>
<td>1.07</td>
<td>1.10</td>
<td>1.15</td>
<td>1.20</td>
<td>1.33</td>
<td>1.52</td>
</tr>
<tr>
<td>1000</td>
<td>0.968</td>
<td>0.978</td>
<td>0.99</td>
<td>1.01</td>
<td>1.03</td>
<td>1.06</td>
<td>1.13</td>
<td>1.22</td>
</tr>
</tbody>
</table>
TABLE 5.2. (a) Percentage points for $Z_C$ (Lower Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.001</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.319</td>
<td>0.801</td>
<td>1.63</td>
<td>2.26</td>
<td>3.24</td>
<td>4.13</td>
<td>5.04</td>
<td>6.03</td>
</tr>
<tr>
<td>6</td>
<td>0.437</td>
<td>0.977</td>
<td>1.86</td>
<td>2.51</td>
<td>3.54</td>
<td>4.46</td>
<td>5.41</td>
<td>6.44</td>
</tr>
<tr>
<td>7</td>
<td>0.536</td>
<td>1.118</td>
<td>2.04</td>
<td>2.72</td>
<td>3.78</td>
<td>4.74</td>
<td>5.71</td>
<td>6.76</td>
</tr>
<tr>
<td>8</td>
<td>0.621</td>
<td>1.241</td>
<td>2.20</td>
<td>2.91</td>
<td>3.99</td>
<td>4.97</td>
<td>5.97</td>
<td>7.05</td>
</tr>
<tr>
<td>9</td>
<td>0.703</td>
<td>1.352</td>
<td>2.34</td>
<td>3.06</td>
<td>4.18</td>
<td>5.18</td>
<td>6.19</td>
<td>7.29</td>
</tr>
<tr>
<td>10</td>
<td>0.762</td>
<td>1.444</td>
<td>2.46</td>
<td>3.20</td>
<td>4.34</td>
<td>5.36</td>
<td>6.40</td>
<td>7.52</td>
</tr>
<tr>
<td>12</td>
<td>0.892</td>
<td>1.625</td>
<td>2.68</td>
<td>3.45</td>
<td>4.63</td>
<td>5.68</td>
<td>6.75</td>
<td>7.90</td>
</tr>
<tr>
<td>14</td>
<td>1.002</td>
<td>1.763</td>
<td>2.86</td>
<td>3.65</td>
<td>4.87</td>
<td>5.95</td>
<td>7.04</td>
<td>8.21</td>
</tr>
<tr>
<td>16</td>
<td>1.087</td>
<td>1.893</td>
<td>3.02</td>
<td>3.83</td>
<td>5.07</td>
<td>6.18</td>
<td>7.29</td>
<td>8.48</td>
</tr>
<tr>
<td>18</td>
<td>1.168</td>
<td>1.999</td>
<td>3.15</td>
<td>3.99</td>
<td>5.26</td>
<td>6.38</td>
<td>7.51</td>
<td>8.73</td>
</tr>
<tr>
<td>20</td>
<td>1.232</td>
<td>2.087</td>
<td>3.27</td>
<td>4.12</td>
<td>5.41</td>
<td>6.55</td>
<td>7.69</td>
<td>8.93</td>
</tr>
<tr>
<td>25</td>
<td>1.408</td>
<td>2.286</td>
<td>3.53</td>
<td>4.41</td>
<td>5.75</td>
<td>6.93</td>
<td>8.11</td>
<td>9.38</td>
</tr>
<tr>
<td>30</td>
<td>1.520</td>
<td>2.472</td>
<td>3.74</td>
<td>4.65</td>
<td>6.02</td>
<td>7.24</td>
<td>8.44</td>
<td>9.74</td>
</tr>
<tr>
<td>40</td>
<td>1.720</td>
<td>2.714</td>
<td>4.07</td>
<td>5.03</td>
<td>6.46</td>
<td>7.72</td>
<td>8.97</td>
<td>10.32</td>
</tr>
<tr>
<td>50</td>
<td>1.907</td>
<td>2.928</td>
<td>4.33</td>
<td>5.32</td>
<td>6.79</td>
<td>8.09</td>
<td>9.39</td>
<td>10.76</td>
</tr>
<tr>
<td>70</td>
<td>2.130</td>
<td>3.244</td>
<td>4.72</td>
<td>5.76</td>
<td>7.31</td>
<td>8.66</td>
<td>9.99</td>
<td>11.42</td>
</tr>
<tr>
<td>100</td>
<td>2.390</td>
<td>3.583</td>
<td>5.15</td>
<td>6.23</td>
<td>7.84</td>
<td>9.25</td>
<td>10.64</td>
<td>12.12</td>
</tr>
<tr>
<td>150</td>
<td>2.701</td>
<td>3.981</td>
<td>5.63</td>
<td>6.78</td>
<td>8.47</td>
<td>9.95</td>
<td>11.38</td>
<td>12.93</td>
</tr>
<tr>
<td>200</td>
<td>2.939</td>
<td>4.256</td>
<td>5.98</td>
<td>7.16</td>
<td>8.90</td>
<td>10.41</td>
<td>11.90</td>
<td>13.48</td>
</tr>
<tr>
<td>300</td>
<td>3.269</td>
<td>4.662</td>
<td>6.48</td>
<td>7.71</td>
<td>9.54</td>
<td>11.11</td>
<td>12.66</td>
<td>14.29</td>
</tr>
<tr>
<td>500</td>
<td>3.630</td>
<td>5.178</td>
<td>7.11</td>
<td>8.41</td>
<td>10.33</td>
<td>11.97</td>
<td>13.60</td>
<td>15.30</td>
</tr>
<tr>
<td>n</td>
<td>0.50</td>
<td>0.60</td>
<td>0.70</td>
<td>0.80</td>
<td>0.90</td>
<td>0.95</td>
<td>0.99</td>
<td>0.999</td>
</tr>
<tr>
<td>----</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td>5</td>
<td>6.03</td>
<td>7.18</td>
<td>8.61</td>
<td>10.6</td>
<td>14.2</td>
<td>18.3</td>
<td>30.6</td>
<td>54.6</td>
</tr>
<tr>
<td>6</td>
<td>6.44</td>
<td>7.63</td>
<td>9.11</td>
<td>11.2</td>
<td>14.8</td>
<td>18.9</td>
<td>31.1</td>
<td>54.9</td>
</tr>
<tr>
<td>7</td>
<td>6.76</td>
<td>7.98</td>
<td>9.50</td>
<td>11.6</td>
<td>15.3</td>
<td>19.4</td>
<td>31.5</td>
<td>54.4</td>
</tr>
<tr>
<td>8</td>
<td>7.05</td>
<td>8.29</td>
<td>9.84</td>
<td>12.0</td>
<td>15.7</td>
<td>19.9</td>
<td>31.8</td>
<td>54.8</td>
</tr>
<tr>
<td>9</td>
<td>7.29</td>
<td>8.56</td>
<td>10.14</td>
<td>12.3</td>
<td>16.1</td>
<td>20.2</td>
<td>32.1</td>
<td>55.6</td>
</tr>
<tr>
<td>10</td>
<td>7.52</td>
<td>8.81</td>
<td>10.42</td>
<td>12.6</td>
<td>16.5</td>
<td>20.6</td>
<td>32.4</td>
<td>55.1</td>
</tr>
<tr>
<td>12</td>
<td>7.90</td>
<td>9.22</td>
<td>10.85</td>
<td>13.1</td>
<td>17.0</td>
<td>21.2</td>
<td>32.9</td>
<td>56.2</td>
</tr>
<tr>
<td>14</td>
<td>8.21</td>
<td>9.56</td>
<td>11.24</td>
<td>13.5</td>
<td>17.5</td>
<td>21.7</td>
<td>33.4</td>
<td>56.2</td>
</tr>
<tr>
<td>16</td>
<td>8.48</td>
<td>9.86</td>
<td>11.57</td>
<td>13.9</td>
<td>17.9</td>
<td>22.2</td>
<td>33.8</td>
<td>56.3</td>
</tr>
<tr>
<td>18</td>
<td>8.73</td>
<td>10.13</td>
<td>11.85</td>
<td>14.2</td>
<td>18.3</td>
<td>22.6</td>
<td>34.3</td>
<td>56.8</td>
</tr>
<tr>
<td>20</td>
<td>8.93</td>
<td>10.35</td>
<td>12.10</td>
<td>14.5</td>
<td>18.6</td>
<td>22.9</td>
<td>34.5</td>
<td>57.1</td>
</tr>
<tr>
<td>25</td>
<td>9.38</td>
<td>10.82</td>
<td>12.62</td>
<td>15.1</td>
<td>19.3</td>
<td>23.6</td>
<td>35.4</td>
<td>57.6</td>
</tr>
<tr>
<td>30</td>
<td>9.74</td>
<td>11.22</td>
<td>13.05</td>
<td>15.5</td>
<td>19.8</td>
<td>24.2</td>
<td>35.8</td>
<td>57.4</td>
</tr>
<tr>
<td>40</td>
<td>10.32</td>
<td>11.86</td>
<td>13.75</td>
<td>16.3</td>
<td>20.7</td>
<td>25.2</td>
<td>36.9</td>
<td>59.1</td>
</tr>
<tr>
<td>50</td>
<td>10.76</td>
<td>12.34</td>
<td>14.26</td>
<td>16.9</td>
<td>21.3</td>
<td>25.9</td>
<td>37.5</td>
<td>59.4</td>
</tr>
<tr>
<td>70</td>
<td>11.42</td>
<td>13.05</td>
<td>15.03</td>
<td>17.7</td>
<td>22.3</td>
<td>26.9</td>
<td>38.6</td>
<td>60.2</td>
</tr>
<tr>
<td>100</td>
<td>12.12</td>
<td>13.79</td>
<td>15.84</td>
<td>18.6</td>
<td>23.3</td>
<td>28.0</td>
<td>39.8</td>
<td>61.4</td>
</tr>
<tr>
<td>150</td>
<td>12.93</td>
<td>14.67</td>
<td>16.79</td>
<td>19.6</td>
<td>24.4</td>
<td>29.2</td>
<td>41.1</td>
<td>62.2</td>
</tr>
<tr>
<td>200</td>
<td>13.48</td>
<td>15.26</td>
<td>17.43</td>
<td>20.3</td>
<td>25.2</td>
<td>30.1</td>
<td>42.2</td>
<td>63.5</td>
</tr>
<tr>
<td>300</td>
<td>14.29</td>
<td>16.13</td>
<td>18.36</td>
<td>21.4</td>
<td>26.3</td>
<td>31.3</td>
<td>43.5</td>
<td>64.7</td>
</tr>
<tr>
<td>500</td>
<td>15.30</td>
<td>17.21</td>
<td>19.52</td>
<td>22.6</td>
<td>27.7</td>
<td>32.8</td>
<td>45.1</td>
<td>66.1</td>
</tr>
<tr>
<td>1000</td>
<td>16.65</td>
<td>18.66</td>
<td>21.06</td>
<td>24.3</td>
<td>29.6</td>
<td>34.8</td>
<td>47.3</td>
<td>68.5</td>
</tr>
</tbody>
</table>
TABLE 5.3. (a) Percentage points for $Z_K$ (Lower Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.001</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0385</td>
<td>0.0952</td>
<td>0.190</td>
<td>0.268</td>
<td>0.402</td>
<td>0.532</td>
<td>0.672</td>
<td>0.829</td>
</tr>
<tr>
<td>6</td>
<td>0.0572</td>
<td>0.1225</td>
<td>0.229</td>
<td>0.316</td>
<td>0.461</td>
<td>0.601</td>
<td>0.749</td>
<td>0.916</td>
</tr>
<tr>
<td>7</td>
<td>0.0740</td>
<td>0.1462</td>
<td>0.263</td>
<td>0.356</td>
<td>0.510</td>
<td>0.658</td>
<td>0.812</td>
<td>0.985</td>
</tr>
<tr>
<td>8</td>
<td>0.0870</td>
<td>0.1670</td>
<td>0.293</td>
<td>0.392</td>
<td>0.554</td>
<td>0.708</td>
<td>0.868</td>
<td>1.048</td>
</tr>
<tr>
<td>9</td>
<td>0.1014</td>
<td>0.1865</td>
<td>0.319</td>
<td>0.423</td>
<td>0.592</td>
<td>0.751</td>
<td>0.916</td>
<td>1.100</td>
</tr>
<tr>
<td>10</td>
<td>0.1130</td>
<td>0.2041</td>
<td>0.344</td>
<td>0.451</td>
<td>0.626</td>
<td>0.790</td>
<td>0.960</td>
<td>1.148</td>
</tr>
<tr>
<td>12</td>
<td>0.1380</td>
<td>0.2370</td>
<td>0.387</td>
<td>0.502</td>
<td>0.686</td>
<td>0.857</td>
<td>1.034</td>
<td>1.228</td>
</tr>
<tr>
<td>14</td>
<td>0.1575</td>
<td>0.2634</td>
<td>0.422</td>
<td>0.542</td>
<td>0.734</td>
<td>0.911</td>
<td>1.095</td>
<td>1.295</td>
</tr>
<tr>
<td>16</td>
<td>0.1740</td>
<td>0.2873</td>
<td>0.453</td>
<td>0.578</td>
<td>0.775</td>
<td>0.957</td>
<td>1.145</td>
<td>1.350</td>
</tr>
<tr>
<td>18</td>
<td>0.1900</td>
<td>0.3094</td>
<td>0.480</td>
<td>0.610</td>
<td>0.814</td>
<td>1.000</td>
<td>1.191</td>
<td>1.400</td>
</tr>
<tr>
<td>20</td>
<td>0.2039</td>
<td>0.3268</td>
<td>0.504</td>
<td>0.637</td>
<td>0.844</td>
<td>1.034</td>
<td>1.229</td>
<td>1.441</td>
</tr>
<tr>
<td>25</td>
<td>0.2367</td>
<td>0.3683</td>
<td>0.555</td>
<td>0.694</td>
<td>0.910</td>
<td>1.108</td>
<td>1.309</td>
<td>1.527</td>
</tr>
<tr>
<td>30</td>
<td>0.2589</td>
<td>0.3986</td>
<td>0.596</td>
<td>0.741</td>
<td>0.964</td>
<td>1.167</td>
<td>1.373</td>
<td>1.597</td>
</tr>
<tr>
<td>40</td>
<td>0.3001</td>
<td>0.4492</td>
<td>0.660</td>
<td>0.811</td>
<td>1.047</td>
<td>1.259</td>
<td>1.473</td>
<td>1.703</td>
</tr>
<tr>
<td>50</td>
<td>0.3298</td>
<td>0.4879</td>
<td>0.707</td>
<td>0.866</td>
<td>1.108</td>
<td>1.326</td>
<td>1.544</td>
<td>1.781</td>
</tr>
<tr>
<td>70</td>
<td>0.3756</td>
<td>0.5460</td>
<td>0.778</td>
<td>0.943</td>
<td>1.195</td>
<td>1.420</td>
<td>1.645</td>
<td>1.887</td>
</tr>
<tr>
<td>100</td>
<td>0.4208</td>
<td>0.6040</td>
<td>0.850</td>
<td>1.022</td>
<td>1.285</td>
<td>1.517</td>
<td>1.750</td>
<td>1.998</td>
</tr>
<tr>
<td>150</td>
<td>0.4728</td>
<td>0.6665</td>
<td>0.926</td>
<td>1.108</td>
<td>1.381</td>
<td>1.623</td>
<td>1.861</td>
<td>2.117</td>
</tr>
<tr>
<td>200</td>
<td>0.5075</td>
<td>0.7091</td>
<td>0.977</td>
<td>1.164</td>
<td>1.444</td>
<td>1.689</td>
<td>1.933</td>
<td>2.191</td>
</tr>
<tr>
<td>300</td>
<td>0.5564</td>
<td>0.7702</td>
<td>1.051</td>
<td>1.243</td>
<td>1.531</td>
<td>1.782</td>
<td>2.031</td>
<td>2.296</td>
</tr>
<tr>
<td>500</td>
<td>0.6174</td>
<td>0.8414</td>
<td>1.134</td>
<td>1.335</td>
<td>1.633</td>
<td>1.891</td>
<td>2.145</td>
<td>2.415</td>
</tr>
<tr>
<td>1000</td>
<td>0.6859</td>
<td>0.9332</td>
<td>1.239</td>
<td>1.449</td>
<td>1.757</td>
<td>2.024</td>
<td>2.284</td>
<td>2.557</td>
</tr>
</tbody>
</table>
TABLE 5.3. (b) Percentage points for $Z_K$ (Upper Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.50</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.829</td>
<td>1.02</td>
<td>1.25</td>
<td>1.59</td>
<td>2.16</td>
<td>2.74</td>
<td>4.10</td>
<td>6.01</td>
</tr>
<tr>
<td>6</td>
<td>0.916</td>
<td>1.11</td>
<td>1.36</td>
<td>1.71</td>
<td>2.30</td>
<td>2.90</td>
<td>4.30</td>
<td>6.29</td>
</tr>
<tr>
<td>7</td>
<td>0.985</td>
<td>1.19</td>
<td>1.45</td>
<td>1.81</td>
<td>2.42</td>
<td>3.03</td>
<td>4.46</td>
<td>6.45</td>
</tr>
<tr>
<td>8</td>
<td>1.048</td>
<td>1.26</td>
<td>1.52</td>
<td>1.89</td>
<td>2.51</td>
<td>3.13</td>
<td>4.57</td>
<td>6.59</td>
</tr>
<tr>
<td>9</td>
<td>1.100</td>
<td>1.32</td>
<td>1.59</td>
<td>1.96</td>
<td>2.59</td>
<td>3.22</td>
<td>4.69</td>
<td>6.70</td>
</tr>
<tr>
<td>10</td>
<td>1.148</td>
<td>1.37</td>
<td>1.64</td>
<td>2.02</td>
<td>2.66</td>
<td>3.30</td>
<td>4.77</td>
<td>6.83</td>
</tr>
<tr>
<td>12</td>
<td>1.228</td>
<td>1.46</td>
<td>1.74</td>
<td>2.13</td>
<td>2.78</td>
<td>3.43</td>
<td>4.94</td>
<td>7.08</td>
</tr>
<tr>
<td>14</td>
<td>1.295</td>
<td>1.53</td>
<td>1.82</td>
<td>2.22</td>
<td>2.88</td>
<td>3.54</td>
<td>5.06</td>
<td>7.20</td>
</tr>
<tr>
<td>16</td>
<td>1.350</td>
<td>1.59</td>
<td>1.88</td>
<td>2.29</td>
<td>2.96</td>
<td>3.63</td>
<td>5.16</td>
<td>7.31</td>
</tr>
<tr>
<td>18</td>
<td>1.400</td>
<td>1.64</td>
<td>1.94</td>
<td>2.35</td>
<td>3.04</td>
<td>3.71</td>
<td>5.25</td>
<td>7.41</td>
</tr>
<tr>
<td>20</td>
<td>1.441</td>
<td>1.69</td>
<td>1.99</td>
<td>2.41</td>
<td>3.10</td>
<td>3.78</td>
<td>5.32</td>
<td>7.48</td>
</tr>
<tr>
<td>25</td>
<td>1.527</td>
<td>1.78</td>
<td>2.09</td>
<td>2.51</td>
<td>3.21</td>
<td>3.90</td>
<td>5.47</td>
<td>7.67</td>
</tr>
<tr>
<td>30</td>
<td>1.597</td>
<td>1.85</td>
<td>2.17</td>
<td>2.60</td>
<td>3.31</td>
<td>4.01</td>
<td>5.58</td>
<td>7.78</td>
</tr>
<tr>
<td>40</td>
<td>1.703</td>
<td>1.97</td>
<td>2.29</td>
<td>2.73</td>
<td>3.46</td>
<td>4.17</td>
<td>5.78</td>
<td>7.97</td>
</tr>
<tr>
<td>50</td>
<td>1.781</td>
<td>2.05</td>
<td>2.38</td>
<td>2.82</td>
<td>3.55</td>
<td>4.27</td>
<td>5.89</td>
<td>8.13</td>
</tr>
<tr>
<td>70</td>
<td>1.887</td>
<td>2.16</td>
<td>2.50</td>
<td>2.96</td>
<td>3.70</td>
<td>4.42</td>
<td>6.05</td>
<td>8.31</td>
</tr>
<tr>
<td>100</td>
<td>1.998</td>
<td>2.28</td>
<td>2.62</td>
<td>3.09</td>
<td>3.84</td>
<td>4.57</td>
<td>6.23</td>
<td>8.52</td>
</tr>
<tr>
<td>150</td>
<td>2.117</td>
<td>2.41</td>
<td>2.76</td>
<td>3.22</td>
<td>3.99</td>
<td>4.73</td>
<td>6.40</td>
<td>8.67</td>
</tr>
<tr>
<td>200</td>
<td>2.191</td>
<td>2.48</td>
<td>2.84</td>
<td>3.31</td>
<td>4.08</td>
<td>4.83</td>
<td>6.51</td>
<td>8.84</td>
</tr>
<tr>
<td>300</td>
<td>2.296</td>
<td>2.59</td>
<td>2.95</td>
<td>3.43</td>
<td>4.21</td>
<td>4.96</td>
<td>6.65</td>
<td>8.97</td>
</tr>
<tr>
<td>500</td>
<td>2.415</td>
<td>2.72</td>
<td>3.08</td>
<td>3.56</td>
<td>4.35</td>
<td>5.10</td>
<td>6.80</td>
<td>9.16</td>
</tr>
<tr>
<td>1000</td>
<td>2.557</td>
<td>2.87</td>
<td>3.23</td>
<td>3.72</td>
<td>4.52</td>
<td>5.28</td>
<td>6.99</td>
<td>9.35</td>
</tr>
</tbody>
</table>
6. Tests of Normality

We discuss the goodness-of-fit tests for a specified distribution in Sections 1-5 where the underlying distribution function \( F_0(x) \) is assumed to be completely known. To discuss the goodness-of-fit tests for a family of distributions, suppose now that \( F_0(x) \) has some unknown parameters. In such a case, we need to estimate the parameters first and then apply the test statistics \( Z_K, Z_C \) and \( Z_A \) in (3.1)-(3.3). However, the statistics are no longer distribution-free because we are testing the goodness of fit for a family of distributions instead of a specific one. For different families, the sampling distributions of the statistics are different.

Since normal distributions are the most important distributions in statistics, we now consider the normal distribution family \( N(\mu, \sigma^2) \) with mean \( \mu \) and variance \( \sigma^2 \). To test if \( X \) has a normal distribution \( N(\mu, \sigma^2) \) with \( \mu \) and \( \sigma^2 \) given, \( Z_K, Z_C \) and \( Z_A \) can be used as goodness-of-fit test statistics with \( F_0(x) = \Phi(\frac{x-\mu}{\sigma}) \), where \( \Phi(x) \) denotes the distribution function of \( N(0, 1) \), the standard normal distribution.

Usually, \( \mu \) and \( \sigma > 0 \) are unknown parameters. Then tests based on \( Z_K, Z_C \) and \( Z_A \) are not applicable because \( F_0(x) \) is unknown. In such a case, we estimate \( \mu \) and \( \sigma \) by the sample mean \( \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i \) and the sample standard deviation \( s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^2} \) respectively and then apply the goodness-of-fit tests. It is recommended to always estimate the parameters no matter whether they are known or not. Estimating the parameters from the data can improve the power of the tests when they are actually known (see the end of Section 7).

Comparison of the powers for testing normality will be given in the next sec-
tion, where \( Z_K, Z_C \) and \( Z_A \) are compared with the best existing test statistics, including the Shapiro-Wilk statistic \( W \) (Shapiro and Wilk, 1965, 1968), Anderson-Darling statistic \( A^2 \) (Anderson and Darling, 1952, 1954) and D’Agostino’s statistic \( D \) (D’Agostino, 1971, 1973).

The sampling distributions of \( Z_A, Z_C \) and \( Z_K \) are intractable. Table 6.1, 6.2, and 6.3 respectively give their approximate percentage points for testing normality, which are based on Monte Carlo simulation of size 1,000,000. The \( p \)-quantiles or percentage points in these tables are provided for use at \( p = 0.001, 0.01, 0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90, 0.95, 0.99, 0.999. \)

The simulation error in Tables 6.1-6.3 can be estimated in terms of confidence intervals for the true percentage levels rather percentage points. For each simulated percentage point at level \( p \), the 99.73% confidence interval for the true percentage level is \( p \pm 3\sqrt{p(1-p)/N} \), where \( N=1,000,000 \) is the replicates of simulation. Thus, the 99.73% confidence intervals for the true percentage levels in Tables 5.1-5.3 are respectively

\[
0.001 \pm 0.0001, \ 0.01 \pm 0.0003, \ 0.05 \pm 0.0007, \ 0.10 \pm 0.0009, \ 0.20 \pm 0.0012, \ 0.30 \pm 0.0014, \ 0.40 \pm 0.0015, \ 0.50 \pm 0.0015, \ 0.60 \pm 0.0015, \ 0.70 \pm 0.0014, \ 0.80 \pm 0.0012, \ 0.90 \pm 0.0009, \ 0.95 \pm 0.0007, \ 0.99 \pm 0.0003, \ 0.999 \pm 0.0001.
\]
### TABLE 6.1. (a) Percentage points for $Z_A$ when testing normality (Lower Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.001</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>0.50</td>
<td>0.60</td>
<td>0.70</td>
<td>0.80</td>
<td>0.90</td>
<td>0.95</td>
<td>0.99</td>
<td>0.999</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
</tbody>
</table>
TABLE 6.2. (a) Percentage points for $Z_C$ when testing normality (Lower Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.001</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.664</td>
<td>0.724</td>
<td>0.874</td>
<td>1.007</td>
<td>1.252</td>
<td>1.501</td>
<td>1.749</td>
<td>2.002</td>
</tr>
<tr>
<td>6</td>
<td>0.704</td>
<td>0.808</td>
<td>1.003</td>
<td>1.176</td>
<td>1.475</td>
<td>1.756</td>
<td>2.028</td>
<td>2.298</td>
</tr>
<tr>
<td>7</td>
<td>0.745</td>
<td>0.881</td>
<td>1.120</td>
<td>1.322</td>
<td>1.662</td>
<td>1.966</td>
<td>2.255</td>
<td>2.555</td>
</tr>
<tr>
<td>8</td>
<td>0.781</td>
<td>0.945</td>
<td>1.218</td>
<td>1.446</td>
<td>1.819</td>
<td>2.144</td>
<td>2.453</td>
<td>2.778</td>
</tr>
<tr>
<td>9</td>
<td>0.813</td>
<td>0.997</td>
<td>1.306</td>
<td>1.556</td>
<td>1.955</td>
<td>2.299</td>
<td>2.631</td>
<td>2.979</td>
</tr>
<tr>
<td>10</td>
<td>0.842</td>
<td>1.049</td>
<td>1.388</td>
<td>1.658</td>
<td>2.079</td>
<td>2.438</td>
<td>2.789</td>
<td>3.155</td>
</tr>
<tr>
<td>12</td>
<td>0.895</td>
<td>1.138</td>
<td>1.526</td>
<td>1.831</td>
<td>2.290</td>
<td>2.682</td>
<td>3.065</td>
<td>3.463</td>
</tr>
<tr>
<td>14</td>
<td>0.935</td>
<td>1.212</td>
<td>1.645</td>
<td>1.972</td>
<td>2.464</td>
<td>2.888</td>
<td>3.298</td>
<td>3.723</td>
</tr>
<tr>
<td>16</td>
<td>0.976</td>
<td>1.277</td>
<td>1.746</td>
<td>2.096</td>
<td>2.616</td>
<td>3.064</td>
<td>3.495</td>
<td>3.944</td>
</tr>
<tr>
<td>18</td>
<td>1.014</td>
<td>1.334</td>
<td>1.838</td>
<td>2.207</td>
<td>2.754</td>
<td>3.222</td>
<td>3.675</td>
<td>4.147</td>
</tr>
<tr>
<td>20</td>
<td>1.046</td>
<td>1.396</td>
<td>1.924</td>
<td>2.309</td>
<td>2.875</td>
<td>3.361</td>
<td>3.835</td>
<td>4.328</td>
</tr>
<tr>
<td>25</td>
<td>1.120</td>
<td>1.519</td>
<td>2.103</td>
<td>2.519</td>
<td>3.137</td>
<td>3.664</td>
<td>4.176</td>
<td>4.707</td>
</tr>
<tr>
<td>30</td>
<td>1.170</td>
<td>1.618</td>
<td>2.246</td>
<td>2.693</td>
<td>3.349</td>
<td>3.910</td>
<td>4.456</td>
<td>5.023</td>
</tr>
<tr>
<td>40</td>
<td>1.285</td>
<td>1.783</td>
<td>2.483</td>
<td>2.972</td>
<td>3.693</td>
<td>4.307</td>
<td>4.901</td>
<td>5.521</td>
</tr>
<tr>
<td>50</td>
<td>1.366</td>
<td>1.912</td>
<td>2.674</td>
<td>3.193</td>
<td>3.957</td>
<td>4.612</td>
<td>5.248</td>
<td>5.913</td>
</tr>
<tr>
<td>70</td>
<td>1.512</td>
<td>2.131</td>
<td>2.963</td>
<td>3.535</td>
<td>4.367</td>
<td>5.079</td>
<td>5.771</td>
<td>6.499</td>
</tr>
<tr>
<td>100</td>
<td>1.693</td>
<td>2.369</td>
<td>3.279</td>
<td>3.902</td>
<td>4.810</td>
<td>5.590</td>
<td>6.344</td>
<td>7.132</td>
</tr>
<tr>
<td>150</td>
<td>1.891</td>
<td>2.653</td>
<td>3.655</td>
<td>4.339</td>
<td>5.327</td>
<td>6.175</td>
<td>6.999</td>
<td>7.862</td>
</tr>
<tr>
<td>200</td>
<td>2.043</td>
<td>2.867</td>
<td>3.923</td>
<td>4.649</td>
<td>5.696</td>
<td>6.593</td>
<td>7.464</td>
<td>8.376</td>
</tr>
<tr>
<td>500</td>
<td>2.609</td>
<td>3.596</td>
<td>4.861</td>
<td>5.702</td>
<td>6.932</td>
<td>7.977</td>
<td>8.990</td>
<td>10.055</td>
</tr>
</tbody>
</table>
### TABLE 6.2. (b) Percentage points for $Z_C$ when testing normality (Upper Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.50</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>2.298</td>
<td>2.602</td>
<td>2.967</td>
<td>3.433</td>
<td>4.158</td>
<td>4.849</td>
<td>6.382</td>
<td>8.280</td>
</tr>
<tr>
<td>7</td>
<td>2.555</td>
<td>2.891</td>
<td>3.288</td>
<td>3.797</td>
<td>4.610</td>
<td>5.385</td>
<td>7.196</td>
<td>9.635</td>
</tr>
<tr>
<td>8</td>
<td>2.778</td>
<td>3.141</td>
<td>3.567</td>
<td>4.123</td>
<td>5.007</td>
<td>5.864</td>
<td>7.908</td>
<td>10.954</td>
</tr>
<tr>
<td>200</td>
<td>8.376</td>
<td>9.391</td>
<td>10.613</td>
<td>12.244</td>
<td>14.934</td>
<td>17.714</td>
<td>25.839</td>
<td>44.611</td>
</tr>
</tbody>
</table>
TABLE 6.3. (a) Percentage points for $Z_K$ when testing normality (Lower Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.001</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.004</td>
<td>0.015</td>
<td>0.042</td>
<td>0.067</td>
<td>0.107</td>
<td>0.142</td>
<td>0.176</td>
<td>0.213</td>
</tr>
<tr>
<td>6</td>
<td>0.010</td>
<td>0.030</td>
<td>0.068</td>
<td>0.096</td>
<td>0.139</td>
<td>0.178</td>
<td>0.218</td>
<td>0.261</td>
</tr>
<tr>
<td>7</td>
<td>0.019</td>
<td>0.046</td>
<td>0.088</td>
<td>0.119</td>
<td>0.167</td>
<td>0.211</td>
<td>0.255</td>
<td>0.303</td>
</tr>
<tr>
<td>8</td>
<td>0.029</td>
<td>0.061</td>
<td>0.107</td>
<td>0.141</td>
<td>0.193</td>
<td>0.240</td>
<td>0.288</td>
<td>0.340</td>
</tr>
<tr>
<td>9</td>
<td>0.038</td>
<td>0.073</td>
<td>0.124</td>
<td>0.160</td>
<td>0.216</td>
<td>0.267</td>
<td>0.319</td>
<td>0.373</td>
</tr>
<tr>
<td>10</td>
<td>0.047</td>
<td>0.085</td>
<td>0.139</td>
<td>0.177</td>
<td>0.237</td>
<td>0.291</td>
<td>0.345</td>
<td>0.403</td>
</tr>
<tr>
<td>12</td>
<td>0.063</td>
<td>0.106</td>
<td>0.165</td>
<td>0.209</td>
<td>0.275</td>
<td>0.334</td>
<td>0.392</td>
<td>0.455</td>
</tr>
<tr>
<td>14</td>
<td>0.076</td>
<td>0.124</td>
<td>0.189</td>
<td>0.236</td>
<td>0.307</td>
<td>0.370</td>
<td>0.432</td>
<td>0.498</td>
</tr>
<tr>
<td>16</td>
<td>0.088</td>
<td>0.140</td>
<td>0.209</td>
<td>0.260</td>
<td>0.335</td>
<td>0.401</td>
<td>0.466</td>
<td>0.536</td>
</tr>
<tr>
<td>18</td>
<td>0.099</td>
<td>0.154</td>
<td>0.228</td>
<td>0.281</td>
<td>0.360</td>
<td>0.429</td>
<td>0.497</td>
<td>0.570</td>
</tr>
<tr>
<td>20</td>
<td>0.110</td>
<td>0.168</td>
<td>0.245</td>
<td>0.300</td>
<td>0.382</td>
<td>0.454</td>
<td>0.525</td>
<td>0.600</td>
</tr>
<tr>
<td>25</td>
<td>0.133</td>
<td>0.196</td>
<td>0.281</td>
<td>0.340</td>
<td>0.429</td>
<td>0.506</td>
<td>0.582</td>
<td>0.663</td>
</tr>
<tr>
<td>30</td>
<td>0.149</td>
<td>0.219</td>
<td>0.310</td>
<td>0.373</td>
<td>0.467</td>
<td>0.549</td>
<td>0.629</td>
<td>0.714</td>
</tr>
<tr>
<td>40</td>
<td>0.177</td>
<td>0.255</td>
<td>0.355</td>
<td>0.424</td>
<td>0.527</td>
<td>0.615</td>
<td>0.703</td>
<td>0.795</td>
</tr>
<tr>
<td>50</td>
<td>0.202</td>
<td>0.284</td>
<td>0.391</td>
<td>0.464</td>
<td>0.573</td>
<td>0.667</td>
<td>0.759</td>
<td>0.857</td>
</tr>
<tr>
<td>70</td>
<td>0.237</td>
<td>0.328</td>
<td>0.444</td>
<td>0.524</td>
<td>0.641</td>
<td>0.743</td>
<td>0.843</td>
<td>0.949</td>
</tr>
<tr>
<td>100</td>
<td>0.272</td>
<td>0.373</td>
<td>0.500</td>
<td>0.586</td>
<td>0.714</td>
<td>0.824</td>
<td>0.932</td>
<td>1.046</td>
</tr>
<tr>
<td>150</td>
<td>0.314</td>
<td>0.424</td>
<td>0.562</td>
<td>0.656</td>
<td>0.795</td>
<td>0.915</td>
<td>1.031</td>
<td>1.155</td>
</tr>
<tr>
<td>200</td>
<td>0.342</td>
<td>0.457</td>
<td>0.604</td>
<td>0.703</td>
<td>0.849</td>
<td>0.976</td>
<td>1.100</td>
<td>1.231</td>
</tr>
<tr>
<td>300</td>
<td>0.383</td>
<td>0.509</td>
<td>0.667</td>
<td>0.774</td>
<td>0.930</td>
<td>1.065</td>
<td>1.198</td>
<td>1.339</td>
</tr>
<tr>
<td>500</td>
<td>0.432</td>
<td>0.569</td>
<td>0.741</td>
<td>0.857</td>
<td>1.027</td>
<td>1.174</td>
<td>1.318</td>
<td>1.470</td>
</tr>
<tr>
<td>1000</td>
<td>0.498</td>
<td>0.651</td>
<td>0.840</td>
<td>0.968</td>
<td>1.156</td>
<td>1.318</td>
<td>1.476</td>
<td>1.645</td>
</tr>
</tbody>
</table>
TABLE 6.3. (b) Percentage points for $Z_K$ when testing normality (Upper Tail)

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.50</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.213</td>
<td>0.257</td>
<td>0.310</td>
<td>0.383</td>
<td>0.512</td>
<td>0.630</td>
<td>0.899</td>
<td>1.175</td>
</tr>
<tr>
<td>6</td>
<td>0.261</td>
<td>0.312</td>
<td>0.373</td>
<td>0.456</td>
<td>0.596</td>
<td>0.731</td>
<td>1.034</td>
<td>1.413</td>
</tr>
<tr>
<td>7</td>
<td>0.303</td>
<td>0.359</td>
<td>0.425</td>
<td>0.515</td>
<td>0.666</td>
<td>0.814</td>
<td>1.149</td>
<td>1.584</td>
</tr>
<tr>
<td>8</td>
<td>0.340</td>
<td>0.399</td>
<td>0.471</td>
<td>0.567</td>
<td>0.726</td>
<td>0.882</td>
<td>1.240</td>
<td>1.724</td>
</tr>
<tr>
<td>9</td>
<td>0.373</td>
<td>0.435</td>
<td>0.511</td>
<td>0.612</td>
<td>0.777</td>
<td>0.940</td>
<td>1.313</td>
<td>1.838</td>
</tr>
<tr>
<td>10</td>
<td>0.403</td>
<td>0.468</td>
<td>0.547</td>
<td>0.652</td>
<td>0.824</td>
<td>0.992</td>
<td>1.379</td>
<td>1.924</td>
</tr>
<tr>
<td>12</td>
<td>0.455</td>
<td>0.525</td>
<td>0.610</td>
<td>0.723</td>
<td>0.906</td>
<td>1.083</td>
<td>1.493</td>
<td>2.063</td>
</tr>
<tr>
<td>14</td>
<td>0.498</td>
<td>0.573</td>
<td>0.663</td>
<td>0.783</td>
<td>0.975</td>
<td>1.162</td>
<td>1.583</td>
<td>2.191</td>
</tr>
<tr>
<td>16</td>
<td>0.536</td>
<td>0.614</td>
<td>0.709</td>
<td>0.834</td>
<td>1.035</td>
<td>1.229</td>
<td>1.661</td>
<td>2.258</td>
</tr>
<tr>
<td>18</td>
<td>0.570</td>
<td>0.651</td>
<td>0.750</td>
<td>0.878</td>
<td>1.087</td>
<td>1.286</td>
<td>1.732</td>
<td>2.365</td>
</tr>
<tr>
<td>20</td>
<td>0.600</td>
<td>0.684</td>
<td>0.786</td>
<td>0.920</td>
<td>1.135</td>
<td>1.339</td>
<td>1.795</td>
<td>2.406</td>
</tr>
<tr>
<td>25</td>
<td>0.663</td>
<td>0.753</td>
<td>0.862</td>
<td>1.006</td>
<td>1.238</td>
<td>1.458</td>
<td>1.944</td>
<td>2.601</td>
</tr>
<tr>
<td>30</td>
<td>0.714</td>
<td>0.810</td>
<td>0.925</td>
<td>1.076</td>
<td>1.319</td>
<td>1.553</td>
<td>2.072</td>
<td>2.757</td>
</tr>
<tr>
<td>40</td>
<td>0.795</td>
<td>0.899</td>
<td>1.023</td>
<td>1.188</td>
<td>1.453</td>
<td>1.708</td>
<td>2.269</td>
<td>3.039</td>
</tr>
<tr>
<td>50</td>
<td>0.857</td>
<td>0.967</td>
<td>1.098</td>
<td>1.273</td>
<td>1.555</td>
<td>1.826</td>
<td>2.440</td>
<td>3.291</td>
</tr>
<tr>
<td>70</td>
<td>0.949</td>
<td>1.067</td>
<td>1.210</td>
<td>1.399</td>
<td>1.708</td>
<td>2.005</td>
<td>2.685</td>
<td>3.660</td>
</tr>
<tr>
<td>100</td>
<td>1.046</td>
<td>1.174</td>
<td>1.328</td>
<td>1.535</td>
<td>1.874</td>
<td>2.202</td>
<td>2.969</td>
<td>4.087</td>
</tr>
<tr>
<td>150</td>
<td>1.155</td>
<td>1.295</td>
<td>1.464</td>
<td>1.690</td>
<td>2.061</td>
<td>2.429</td>
<td>3.289</td>
<td>4.529</td>
</tr>
<tr>
<td>200</td>
<td>1.231</td>
<td>1.379</td>
<td>1.558</td>
<td>1.799</td>
<td>2.195</td>
<td>2.591</td>
<td>3.507</td>
<td>4.785</td>
</tr>
<tr>
<td>300</td>
<td>1.339</td>
<td>1.497</td>
<td>1.690</td>
<td>1.950</td>
<td>2.380</td>
<td>2.803</td>
<td>3.793</td>
<td>5.228</td>
</tr>
<tr>
<td>500</td>
<td>1.470</td>
<td>1.643</td>
<td>1.854</td>
<td>2.137</td>
<td>2.606</td>
<td>3.068</td>
<td>4.160</td>
<td>5.756</td>
</tr>
<tr>
<td>1000</td>
<td>1.645</td>
<td>1.836</td>
<td>2.069</td>
<td>2.385</td>
<td>2.904</td>
<td>3.422</td>
<td>4.620</td>
<td>6.300</td>
</tr>
</tbody>
</table>
7. Comparison of Power for Testing Normality

There are a large number of tests for normality in the literature (e.g., D'Agostino and Stephens, 1986) since normal distributions are the most important ones in statistics. Some of these tests are only sensitive to certain kinds of departures from normality, such as directional tests based on skewness and kurtosis. Thus they are suitable and perform well only for some special situations. Others are omnibus tests, which are applicable to general cases.

It is well known that the most powerful omnibus test of normality in the literature is the Shapiro-Wilk statistic $W$ (Shapiro and Wilk, 1965, 1968; Shapiro, Wilk and Chen, 1968), which is essentially the squared ratio of the best linear unbiased estimator for scale to the standard deviation. Unfortunately, $W$ is applicable to small sample sizes only. In fact, $W$ is computable exactly up to $n=20$, and valid approximations exist up to $n=50$. Therefore, various kinds of modifications to the $W$ have been made, including the Shapiro and Francia's (1972) $W'$ and the well-known D'Agostino's (1971, 1973) statistic $D$ which we will discuss soon, but more or less they lose some powers (e.g., D'Agostino and Stephens, 1986).

Another important omnibus test of normality is the Anderson-Darling statistic $A^2$ (Anderson and Darling, 1952, 1954; Stephens, 1974; Sinclair and Spurr, 1988), which is slightly less powerful than $W$ but is the best existing EDF test (D'Agostino and Stephens, 1986, p. 404).

As general goodness-of-fit tests, the new EDF statistics $Z_K$, $Z_C$ and $Z_A$ in Section 3 are much more powerful than traditional ones. When used as omnibus tests of
normality, they are expected to perform well. In the following, we will compare the powers of the six statistics $Z_K$, $Z_C$, $Z_A$, $W$, $A^2$ and $D$ for various kinds of situations about alternative distributions for testing normality. Monte Carlo approach is used with simulation size 10,000, and the significance level of the test is $\alpha = 0.05$. For each situation, the simulated powers of the six statistics for $n=10$, 20, 30, 40, and 50 are plotted for comparison (the $W$ test requires $n \leq 50$).

**Example 7.1: Normal vs Beta($p$, $q$)**

In the first example of testing normality, the alternative distribution is the beta distribution $\text{Beta}(p, q)$ with parameters $p$ and $q$, which is symmetric when $p = q$ and includes the standard uniform distribution $U(0, 1) = \text{Beta}(1, 1)$ and an asymptotically normal distribution, i.e., $\text{Beta}(\infty, \infty)$.

The powers of $Z_K$, $Z_C$, $Z_A$, $W$, $A^2$ and $D$ are plotted in Fig. 7.1 for $(p, q) = (2, 2), (2, 1), (1, 1.5), (1, 1), (0.5, 1)$ and $(0.5, 0.5)$, which correspond to different beta distributions with various departures from normality.

We can see that the performance of the D’Agotino’s statistic $D$ is extremely poor with its power almost equaling the significance level $\alpha = 0.05$ for some cases. The differences in power among $Z_C$, $Z_A$ and $W$ are not so obvious for all cases. None of these three statistics is always the best, but overall, they are the best among the six statistics. It seems that $A^2$ generally performs a little bit better than $Z_K$ (refer to other examples).

**Example 7.2: Normal vs $t(k)$**
In the second example, the alternative distribution is $t(k)$, the $t$ distribution with $k$ degrees of freedom, which is symmetric and includes Cauchy distribution, i.e., $t(1)$ and the standard normal distribution $N(0, 1) = t(\infty)$. For different values of $k$, the powers of the six statistics are plotted in Fig. 7.2. In all cases, there is no major difference of powers among them with $D$ being the best and $W$ the worst.

Example 7.3: Normal vs $\text{Gamma}(a, b)$

In the third example, the alternative distribution is $\text{Gamma}(a, b)$, the gamma distribution with shape parameter $a$ and scale parameter $b$, which includes exponential and chi-squared distributions.

Since all six statistics $Z_K, Z_C, Z_A, W, A^2$ and $D$ are invariant under any affine transformation $Y = (X - c)/d$ with $d > 0$, we need just consider $\text{Gamma}(a, 1)$ without loss of generality, which is a non-symmetric distribution but is asymptotically normal as $a$ goes into infinity.

The powers of these statistics for different values of $a$, say 1, 3 and 7, are also exhibited in Fig. 7.2. It can be seen that $Z_A$ is the best and dominates the others. There is almost no difference in power between $Z_C$ and $W$, which are slightly less powerful than $Z_A$. Also, there are no major differences between $Z_K$ and $A^2$. Finally, $D$ behaves poorly and is dominated by the others.

Example 7.4: Normal vs $\text{Weibull}(a, b)$

In the fourth example, the alternative distribution is $\text{Weibull}(a, b)$, the Weibull distribution with shape parameter $a$ and scale parameter $b$. 
As in Example 7.3, we just need to consider Weibull\(a, 1\) without loss of generality. Fig. 7.3 compares the powers of the six statistics for different values of \(a\). The results are much similar to those in Example 7.3, but the advantage of \(Z_A\) is more obvious.

**Example 7.5:** Normal vs Lognormal\((\mu, \sigma)\)

In the last example, the alternative distribution is Lognormal\((\mu, \sigma)\), the lognormal distribution with parameters \(\mu\) and \(\sigma\). We just consider the case of Lognormal\((0, \sigma)\) since it has the same skewness and kurtosis as Lognormal\((\mu, \sigma)\).

Powers of the six tests at different \(\sigma\) are given in Fig. 7.3, which exhibits a clear pattern of domination with the following ranks:

\[
Z_A \succ Z_C \succ W \succ A^2 \succ Z_K \succ D .
\]  

(7.1)

We can also consider other alternative distributions, such as logistic and \(F\) distributions, but the situations are similar. It can be seen from all the examples that as omnibus tests of normality,

(a) the new EDF test statistics \(Z_A\), \(Z_C\) and \(Z_K\) are very powerful and robust for various kinds of departures from normality;

(b) \(Z_A\) and \(Z_C\) are generally outperform \(W\) and dominate \(A^2\) and \(Z_K\);

(c) \(Z_K\) is almost as powerful as \(A^2\), while its analogue, the Kolmorov-Smirnov statistic, is well known to be very poor for testing normality (e.g., D’Agostino and Stephens, 1986);
(d) $D$ is not a very good omnibus test statistic, but it performs very well in some situations.

(e) (7.1) is also the overall ranks of the six statistics in terms of power performance.

Finally, it is important that when applying EDF tests of normality, we had better estimate the parameters in $F_0(x) = \Phi(\frac{x-\mu}{\sigma})$ no matter whether they are known or not. Estimating the parameters from the data can significantly improve the power of the test when they are actually known. This phenomenon has been observed by Stephens (1974) and Dyer (1974), and it can also be demonstrated by the examples here together with those in Section 4.
Fig. 7.1. Power comparison when testing Normal vs $\text{Beta}(p, q)$ at level $\alpha = 0.05$
Fig. 7.2. Power comparison when testing Normal vs $t(k)$ and Normal vs $\text{Gamma}(a, b)$ at level $\alpha = 0.05$
Fig. 7.3. Power comparison when testing Normal vs Weibull($a$, $b$) and Normal vs Lognormal($\mu$, $\sigma^2$) at level $\alpha = 0.05$
8. General Two-Sample Problem

In this and next section, we will use the method of parameterization introduced in Section 1 to study the two-sample tests.

Let \( X_{i1}, X_{i2}, \ldots, X_{in_i} \) be a random sample from a continuous population with distribution function \( F_i(x) \) (i = 1, 2), and let \( X_1, X_2, \ldots, X_n \) (\( n = n_1 + n_2 \)) be the pooled sample with order statistics \( X_{(1)}, X_{(2)}, \ldots, X_{(n)} \). Denote \( R_{ij} \) the rank of the \( j \)-th ordered observation \( X_{i(j)} \) in the pooled sample. We wish to test the null hypothesis

\[
H : F_1(x) = F_2(x), \text{ for all } x \in (-\infty, \infty)
\]

against the alternative

\[
\bar{H} : F_1(x) \neq F_2(x), \text{ for some } x \in (-\infty, \infty).
\]

Since

\[
H = \bigcap_{t \in (-\infty, \infty)} H_t \quad \text{and} \quad \bar{H} = \bigcup_{t \in (-\infty, \infty)} \bar{H}_t,
\]

where

\[
H_t : F_1(t) = F_2(t) \quad \text{and} \quad \bar{H}_t : F_1(t) \neq F_2(t)
\]

testing \( H \) vs. \( \bar{H} \) is equivalent to testing \( H_t \) vs. \( \bar{H}_t \) for every \( t \in (-\infty, \infty) \).

To test \( H_t \) vs. \( \bar{H}_t \) with \( t \) fixed, we define new samples based on index function:

\[
X_{ijt} = I(X_{ij} \leq t) \quad (i = 1, 2; \ j = 1, 2, \ldots, n_i) \quad \text{satisfying} \quad P(X_{ijt} = 1) = F_i(t) \quad \text{and} \quad P(X_{ijt} = 0) = 1 - F_i(t).
\]

For each fixed \( t \in (-\infty, \infty) \) and the corresponding random samples \( X_{i1t}, X_{i2t}, \ldots, X_{in_it} \) (i = 1, 2), let \( Z_t \) be a statistic for testing \( H_t \) vs. \( \bar{H}_t \) such that large values
reject $H_t$. Then two types of statistics for testing $H$ vs. $\tilde{H}$ can be defined by

$$Z = \int_{-\infty}^{\infty} Z_t \, dw(t) \quad \text{and} \quad Z_{\max} = \sup_{t \in (-\infty, \infty)} [Z_t w(t)] ,$$

(8.1)

where $w(t)$ is some weight function and the large value of $Z$ or $Z_{\max}$ rejects the null hypothesis $H$.

(8.1) is the same as (1.1) in the one-sample case, but the Pearson's chi-squared test statistic in (1.2) and the likelihood-ratio test statistic in (1.3) now become (after simplification)

$$X_t^2 = \frac{n_1 n_2 [\hat{F}_1(t) - \hat{F}_2(t)]^2}{n \hat{F}(t) [1 - \hat{F}(t)]}$$

(8.2)

and

$$G_t^2 = 2 \sum_{i=1}^{2} n_i \{ \hat{F}_i(t) \log \frac{\hat{F}_i(t)}{\hat{F}(t)} + [1 - \hat{F}_i(t)] \log \frac{1 - \hat{F}_i(t)}{1 - \hat{F}(t)} \} ,$$

(8.3)

where $\hat{F}(t)$ and $\hat{F}_i(t)$ are respectively the empirical distribution functions of the pooled sample and sub-sample $X_{i1}, X_{i2}, \ldots, X_{in}$ ($i=1, 2$).

9. New Powerful Two-Sample Tests

Using (8.2) as $Z_t$ in (8.1) with proper weight function, we can derive traditional nonparametric two-sample tests. For example, with $w(t) = \hat{F}(t)[1 - \hat{F}(t)]$, $dw(t) = \hat{F}(t)[1 - \hat{F}(t)] d\hat{F}(t)$ and $w(t) = \hat{F}(t)$ respectively, the first or second statistic in (8.1) generates the two-sample Kolmogorov-Smirnov statistic $K_S$, Cramér-von Mises statistic $W^2$ and Anderson-Darling statistic $A^2$ (Smirnov 1939; Massey 1951, 1952; Gnedenko 1954; Darling 1957; Hodges 1958; Anderson 1962; Burr 1963, 1964; Pittitt 1976; Conover 1980; Epps and Singleton 1986; Scholz and Stephens 1987; Gibbons 1992; Baumgartner et al. 1998; Ferger 2000).
Using (8.3) as $Z_t$, on the other hand, we can produce new types of omnibus two-sample tests as follows. Just as the one-sample case, modifications are made to empirical distribution functions when necessary. For instance, modifications to $\hat{F}(t)$ are made at its discontinuous points $X(k)$ ($k = 1, 2, ..., n$) by defining $\hat{F}'(X(k)) = (k - 0.5)/n$.

1. $w(t) = 1$

Let $X_{(0)} = -\infty$ and $X_{(n+1)} = \infty$. Replacing $Z_t$ of the second statistic in (8.1) with $G_t^2$ in (8.3) produces

$$\sup_{t \in (-\infty, \infty)} G_t^2 = \max \left\{ \sup_{0 \leq k \leq n} \left[ G_t^2 \right] \right\} = \max_{1 \leq k \leq n} G_{X(k)}^2,$$

which is equivalent to

$$Z_K = \max_{1 \leq k \leq n} \left\{ \left[ \sum_{i=1}^{2} n_i \left( F_{ik} \log \frac{F_{ik}}{F_k} + (1 - F_{ik}) \log \frac{1 - F_{ik}}{1 - F_k} \right) \right] \right\}, \quad (9.1)$$

where $F_k = \hat{F}(X(k))$ and $F_{ik} = \hat{F}_i(X(k))$ so that $F_k = (k - 0.5)/n$ and $F_{ik} = (j - 0.5)/n_i$ if $k = R_{ij}$ for some $j$, or $F_{ik} = j/n_i$ if $R_{ij} < k < R_{ij+1}$ ($R_{i0} = 1$, $R_{in_i+1} = n + 1$).

The large value of $Z_K$ rejects the null hypothesis $H$.

2. $dw(t) = \hat{F}(t)^{-1}[1 - \hat{F}(t)]^{-1}d\hat{F}(t)$

Replacing $Z_t$ of the first statistic in (8.1) with $G_t^2$ in (8.3) produces

$$\frac{2}{n} \sum_{k=1}^{n} \sum_{i=1}^{2} n_i \left[ F_{ik} \log \frac{F_{ik}}{F_k} + (1 - F_{ik}) \log \frac{1 - F_{ik}}{1 - F_k} \right],$$

which is a decreasing function of

$$Z_A = -\sum_{k=1}^{n} \sum_{i=1}^{2} n_i \frac{F_{ik} \log F_{ik} + (1 - F_{ik}) \log (1 - F_{ik})}{(k - 0.5)(n - k + 0.5)}, \quad (9.2)$$
because \( F_k = (k - 0.5)/n \) and \( \sum_{i=1}^{n} n_i F_{ik} = nF_k \).

Hence, the small value of \( Z_A \) rejects the null hypothesis \( H \).

3. \( dw(t) = F(t)^{-1}[1 - F(t)]^{-1}dF(t) \)

Here \( F(t) \) is the common underlying distribution under the null hypothesis \( H \). Replacing \( Z_t \) of the first statistic in (8.1) with \( G_t^2 \) in (8.3) produces

\[
2 \sum_{k=1}^{n} (b_{k-1} - b_k) \log[F(X_{(k)})^{-1} - 1] - 2 \sum_{i=1}^{n} \sum_{j=1}^{n} (b_{ij-1} - b_{ij}) \log[F(X_{i(j)})^{-1} - 1],
\]

where \( b_k = k \log(k/n) + (n - k) \log(1 - k/n) \) and \( b_{ij} = j \log(j/n_i) + (n_i - j) \log(1 - j/n_i) \).

Since \( F(X_{(k)}) \approx \hat{F}(X_{(k)}) = (k - 0.5)/n \), \( F(X_{i(j)}) \approx \hat{F}(X_{i(j)}) = (R_{ij} - 0.5)/n \) and \( b_{ij-1} - b_{ij} \approx \log[n_i/(j - 0.5) - 1] \), the above statistic is (approximately) a decreasing function of

\[
Z_C = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \log\left(\frac{n_i}{j - 0.5} - 1\right) \log\left(\frac{n}{R_{ij} - 0.5} - 1\right),
\]

the small value of which rejects the null hypothesis \( H \).

The new statistics \( Z_K \), \( Z_C \) and \( Z_A \) in (9.1)-(9.3) are analogues of the traditional two-sample Kolmogorov-Smirnov statistic \( K_S \), Cramér-von Mises Statistic \( W^2 \) and Anderson-Darling statistic \( A^2 \). The sampling distributions of \( Z_K \), \( Z_C \) and \( Z_A \) will be discussed in Section 11, and power comparisons between the new and old tests are given in Section 10.

10. Power Comparison for Two-Sample Tests
In this section we will compare the powers of new two-sample statistics $Z_K$, $Z_C$ and $Z_A$ with the traditional two-sample Kolmogorov-Smirnov statistic $K_S$, Cramér-von Mises Statistic $W^2$ and Anderson-Darling statistic $A^2$, as well as the parametric $t$- and $F$-tests which are optimal for detecting the differences of normal means and variances.

Since the new tests are generated by the likelihood-ratio statistic $G_i^2$ in (9.2), they should generally be powerful. Unfortunately, it is difficult to give a theoretical proof of some optimality for nonparametric tests with completely unknown distributions of the two samples. The general theory of (globally or locally) optimal tests assumes that we know the densities or at least the types of the densities about the underling distributions (e.g., Hájek and Šidák 1967, p.259 or Pratt and Gibbons, 1981).

Again Monte Carlo simulation is used to approximate the powers of associated tests. The approximations will approach the true values if the replicates of simulation can be sufficiently large. In the following examples, the replicates or simulation size is 10,000, and the significance level for rejecting $H$ is $\alpha = 0.05$. For various situations about the distributions for null hypothesis $H$ and the alternative $\tilde{H}$, the simulated powers are exhibited with graphs, where the powers are plotted against the pooled sample size $n = n_1 + n_2$ for selected values of $(n_1, n_2)$: (10, 10), (10, 20), (20, 20), (20, 50), (50, 50), (50, 100), (100, 100), (100, 200), (200, 200).

Example 10.1: $U(0,1)$ vs. $Beta(p,q)$

Without loss of generality, we assume that the underlying distribution $F_1(x)$ of the first sample is a standard uniform $U(0, 1)$. Then the natural candidate for
$F_2(x)$, the underlying distribution of the second sample, is $Beta(p, q)$ which includes $U(0, 1)$. So, the two-sample test for $H : F_1 = F_2$ vs. $\tilde{H} : F_1 \neq F_2$ is actually a parametric test for $H : (p, q) = (1, 1)$ vs. $\tilde{H} : (p, q) \neq (1, 1)$.

For $(p, q) = (0.5, 0.5), (0.5, 0.7), (0.7, 0.7), (1.5, 1.5), (1.5, 2)$ and $(2, 2)$, the powers of statistics $Z_A, Z_C, Z_K, A^2, W^2, K_S, t$ and $F$ under alternative $\tilde{H}$ are plotted in Fig. 10.1 respectively. We can see that $Z_A$ and $Z_C$ have the highest powers and dominate all others. Although $Z_K$ is not as powerful as $Z_A$ and $Z_C$, its power is still much higher than its analogue $K_S$. $A^2$ is the best among the three conventional nonparametric tests (this is also true for the next two examples). As anticipated, $t$-test can not detect the distribution difference in variances in the cases of $(p, q) = (0.5, 0.5), (0.7, 0.7), (1.5, 1.5)$ and $(2, 2)$. In fact, its power approximately equals the significance level $\alpha = 0.05$.

Since the difference in distribution (in terms of mean, variance, skewness and kurtosis, for example) between $U(0, 1)$ and $Beta(0.7, 0.7)$ or between $U(0, 1)$ and $Beta(1.5, 1.5)$ is less than it is for the other four cases, the overall power of all nonparametric statistics at $(p, q) = (0.5, 0.5)$ and $(1.5, 1.5)$ is much lower compared to the other cases. Generally speaking, the larger the difference, the higher the power.

**Example 10.2: $N(0, 1)$ vs. $N(\mu, \sigma^2)$**

Because of the importance of normal distribution, $F_1(x)$ is assumed to be the standard normal distribution $N(0, 1)$ and $F_2(x)$ has a general normal distribution $N(\mu, \sigma^2)$. The two-sample test in this case is equivalent to testing $H : (\mu, \sigma^2) =$
(0, 1) vs. $\bar{H} : (\mu, \sigma^2) \neq (0, 1)$.

Under normal assumptions, the distributions differ in mean and variance only. There is no shape difference in terms of skewness and kurtosis. That is why $t$- and $F$-tests are optimal for mean and variance shift models. However, they can not detect other forms of differences between distributions.

Fig. 10.2 compares the powers of the eight statistics at $(\mu, \sigma^2) = (0.3, 1), (0.6, 1), (0, 2), (0, 3), (0.3, 3), (0.6, 2)$. It is obvious that when the main difference between $F_1$ and $F_2$ arises from their means rather than variances, say $(\mu, \sigma^2) = (0.3, 1), (0.6, 1)$ or $(0.6, 2)$, there is little difference in power between the new nonparametric tests and the old ones. Conversely, for the other three cases, the advantage of the new tests over the old ones is obvious. In fact, the traditional tests are sensitive only to the difference in location or mean, but are dull to detect the variation in scale or shape (see also Examples 10.1 and 10.3). When the difference in distribution arises from locations only, such as the cases of $(\mu, \sigma^2) = (0.3, 1)$ and $(0.6, 1)$, all the nonparametric tests are almost as powerful as the optimal $t$-test. In the cases of $(\mu, \sigma^2) = (0, 2)$ and $(0, 3)$ when the only difference in distribution comes from scales, the power lost by using the new tests over the optimal $F$-test is much less than that by using the old ones.

For cases $N(0, 1)$ vs. $N(0, 2)$ and $N(0, 1)$ vs. $N(0, 3)$, the difference between $F_1$ and $F_2$ arises from their variances only. Since the former case has less difference, it has lower power and lower speed of convergence for the all statistics except $t$. This is also true for cases $N(0, 1)$ vs. $N(0.3, 1)$ and $N(0, 1)$ vs. $N(0.6, 1)$ where the difference between $F_1$ and $F_2$ comes from their means only. For the other two
cases, the difference between $F_1$ and $F_2$ arises from both their means and variances, so the power of the tests is higher and it converges faster.

We can also consider a more general case where $F_2$ has a symmetric distribution, such as Cauchy, logistic and $t$ distributions, but the results are similar.

**Example 10.3: $N(\mu, \sigma^2)$ vs. $\text{Gamma}(r, 1)$**

In this example $F_1(x)$ is also assumed to be the normal distribution $N(\mu, \sigma^2)$, but $F_2(x)$ has an asymmetric distribution, say $\text{Gamma}(r, 1)$, the gamma distribution with shape parameter $r$ and scale parameter 1. Six cases are considered: (1) $N(3, 2)$ vs. $\text{Gamma}(3, 1)$; (2) $N(2, 3)$ vs. $\text{Gamma}(3, 1)$; (3) $N(3, 3)$ vs. $\text{Gamma}(3, 1)$; (4) $N(7, 5)$ vs. $\text{Gamma}(7, 1)$; (5) $N(5, 7)$ vs. $\text{Gamma}(7, 1)$; (6) $N(5, 5)$ vs. $\text{Gamma}(7, 1)$. Plots of the power using for the eight statistics are shown in Fig. 10.3. Note that in cases 1 and 4, $F_1$ and $F_2$ have the same mean but different variances, and in cases 2 and 5, they have different means but the same variance. On the other hand, means and variances are the same in case 3 but both different in case 6.

Again, when the major difference between $F_1$ and $F_2$ arises from their means, such as cases 5 and 6, the difference in power between the new and old nonparametric tests is not so significant. Otherwise, the power improvement of the new tests on the old ones is tremendous, especially for case 3, where the difference between $F_1$ and $F_2$ comes purely from their shapes so that the improvement can be significant. Just as other examples, the $t$-test ($F$-test) fails to detect the difference in variances (means). Moreover, both $t$- and $F$-tests are failed in case 3.
Note that case 1 has higher power for the all tests (excluding \( t \)-test) than case 4 because it has larger difference in shape between \( F_1 \) and \( F_2 \) in terms of variance, skewness and kurtosis.

Other asymmetric distributions, such as log-normal, Weibull, F and Beta, are also considered as the distribution of \( F_2 \). The situations are much similar to that of gamma.

It can be seen from Examples 10.1-10.3 that the traditional two-sample tests are only sensitive to the difference in locations or means between the underlying distributions of the two samples, but are dull to detect the variation in their shapes. This fact is well known for conventional rank tests, such as the Wilcoxon test or Mann-Whitney test (see Conover, 1980; Pratt and Gibbons, 1981; Gibbons, 1992), but there is no a major breakthrough yet in finding an omnibus test which is very sensitive to both location and shape differences. For example, a new test given by Baumgartner et al. (1998) is actually the Anderson-Darling test \( A^2 \), which is the best existing test but is still poor compared with \( Z_A \) and \( Z_C \). Ferger (2000) introduced some new tow-sample tests based on the so-called change-point model. The tests are applicable to multivariate data, but the simulation results reported (Ferger 2000, p.28-30) show that compared with the Kolmogorov-Smirnov test \( K_S \), which is the least powerful among all tests we discussed, Ferger's tests are less powerful when detecting location difference even though they are more sensitive to scale variation.

In this aspect, the new tests \( Z_A \), \( Z_C \) and \( Z_K \) make great contributions. In fact, if the two samples have the same shape but different locations or means, the new tests are as powerful as the old ones. Otherwise, they are much better in terms of
power.

$Z_K$ is not so powerful as $Z_A$ and $Z_C$, but it is much better than its analogue $K_S$. Finally, $Z_A$ and $Z_C$ are almost equivalent, but $Z_C$ is most recommended because it has a simple and elegant representation in (9.3).
Fig. 10.1. Power comparison for testing $U(0, 1)$ vs $\text{Beta}(p, q)$ at level $\alpha = 0.05$
Fig. 10.2. Power comparison for testing $N(0, 1)$ vs $N(\mu, \sigma^2)$ at level $\alpha = 0.05$
Fig. 10.3. Power comparison for testing $N(\mu, \sigma^2)$ vs $\text{Gamma}(\tau, 1)$ at level $\alpha = 0.05$
11. The Distributions of Two-Sample $Z_A$, $Z_C$ and $Z_K$

Like traditional two-sample test statistics $A^2$, $W^2$ and $K_s$, the statistics $Z_A$, $Z_C$ and $Z_K$ are distribution-free. Their null distributions are discrete and uniform. Therefore, they can be obtained by enumeration of all possible values of the statistics by considering the $n!/(n_1!n_2!)$ combinations of the ranks for the first sample. In fact, $Z_A$, $Z_C$ and $Z_K$ are only the functions of $R_{11}$, $R_{12}$, ..., $R_{1n_1}$. Under the null hypothesis $H$, every combination of $n_1$ integers from 1, 2, ..., $n$ is equally likely to be the ranks of the first sample.

Since the number of values that each of the statistics can take on increases very rapidly with $n_1$ and $n_2$, it is not feasible to give the full distribution unless both $n_1$ and $n_2$ are small. Moreover, extensive tables have to be used for tabulating their percentage points with different $n_1$ and $n_2$. Thus, the exact quantiles of $W^2$ and $A^2$ are available only for small sample sizes (see Anderson 1962; Burr 1963, 1964; Pettitt 1976).

Instead of tabulating limited percentage points for the new statistics, we can use Monte Carlo approach to get their approximate $p$-values for the two-sample test. In fact, whenever we do a significance test, we do not need the exact $p$-value of the test (Actually, it is impossible to find the exact $p$-value for a real test unless all assumptions about the model are 100 percent true and there is no rounding error). An approximate but reasonably accurate $p$-value is often sufficient for the purpose of statistical inference. With today's computing facilities and software, it is easy to approximate the $p$-value using Monte Carlo simulation with 5,000 or 10,000
replicates.

Computer programs in Splus code (Programs 1-3) are given below to calculate each new statistic and its simulated $p$-value for the two-sample test. In Program 1-3, $N$ is simulation size, while $X_1$ and $X_2$ are vectors of data for the first and second samples, i.e., $X_1 = (x_{11}, x_{12}, \ldots, x_{1n_1})$ and $X_2 = (x_{21}, x_{22}, \ldots, x_{1n_2})$.

**Program 1. Calculating $Z_C$ and its $p$-value (two-sample case)**

```r
f <- function(X1,X2,N) {
  n1 <- length(X1)
  n2 <- length(X2)
  R <- rank(c(X1, X2))
  n <- n1+n2
  S <- 0
  g <- function(m,r,M) sum(log(m/(1:m-.5)-1)*log(M/(r-.5)-1))
  Zc <- (g(n1, sort(R[1:n1]), n)+g(n2, sort(R[(n1+1):n]), n))/n
  for (j in 1:N) {
    R <- sample(n)
    zc <- (g(n1, sort(R[1:n1]), n)+g(n2, sort(R[(n1+1):n]), n))/n
    S <- S + (zc < Zc) 
  }
  p.value <- S/N
  return(Zc, p.value) }
```
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Program 2. Calculating $Z_A$ and its $p$-value (two-sample case)

```
f <- function(X1,X2,N) {
  n1 <- length(X1)
  n2 <- length(X2)
  R <- ceiling(rank(c(X1,X2)))
  n <- n1+n2
  w <- (1:n-.5)*(n:1-.5)
  g <- function(m,r,M) {
    d <- sort(r)
    D <- c(1,d,M+1)
    p <- rep(0:m, D[2:(m+2)]-D[1:(m+1)])
    p[d] <- p[d]-.5
    p <- p/m
    m*(p*log(p+.0000000001)+(1-p)*log(1-p+.0000000001))
  }
  Za <- -sum((g(n1, R[1:n1], n)+g(n2, R[(n1+1):n], n))/w)
  S <- 0
  for (j in 1:N) {
    R <- sample(n)
    za <- -sum((g(n1, R[1:n1], n)+g(n2, R[(n1+1):n], n))/w)
    S <- S + (za < Za)
  }
  p.value <- S/N
```

54
Program 3. Calculating $Z_K$ and its $p$-value (two-sample case)

\begin{verbatim}
return( Za, p.value) }

f <- function(X1,X2,N) {
n1 <- length(X1)
n2 <- length(X2)
R  <- ceiling(rank(c(X1,X2)))
n  <- n1+n2
P  <- (1:n-.5)/n
w  <- n*(P*log(P)+(1-P)*log(1-P))
g <- function(m,r,M) {
  d <- sort(r)
  D <- c(1,d,M+1)
  p <- rep(0:m, D[2:(m+2)]-D[1:(m+1)])
  p[d] <- p[d]-.5 ; p <- p/m
  m*(p*log(p+.0000000001)+(1-p)*log(1-p+.0000000001)) }
Zk <- max( g(n1, R[1:n1], n) + g(n2, R[(n1+1):n], n) - w )
S <- 0
  for (j in 1:N) {
    R <- sample(n)
zk <- max( g(n1, R[1:n1], n) + g(n2, R[(n1+1):n], n) - w )
\end{verbatim}
S <- S + (zk > Zk) }

p.value <- S/N

return( Zk, p.value ) }

These programs are easy to run even on PC. Program 1 requires only two minutes to run on PC (Pentium II-MMX CPU at 300MHz) for a 10,000-sized simulation of test $Z_C$ with $n_1=200$ and $n_2=300$.

An Illustration

Consider an example from an accelerated life test experiment. The data from Table 11.1 (Nair 1984, p.824) are times to breakdown of an insulating fluid under two elevated voltage stresses of 32 Kv and 36 Kv. Hall and Padmanabhan (1997) use the data as an illustrative example for the two-sample problem. We wish to test $H$: the two sampled populations have the same probability distribution.

Using Programs 1-3, we apply the new two-sample tests of $Z_A$, $Z_C$ and $Z_K$ to the data respectively. We find that $Z_A=2.9048$, $Z_C=2.6245$ and $Z_K=4.4349$ with corresponding $p$-values (simulated with 10,000 replicates): 0.0318, 0.0305, 0.0227.

On the other hand, if we use the classical Kolmogorov-Smirnov two-sample test $K_S$ (the associated function in Splus is ks.gof), we have $K_S = 0.4667$ with $p$-value = 0.0755. Obviously, the new tests give smaller $p$-values to reject the null hypothesis $H$.

Table 11.1. Times (in Minutes) to Breakdown of an Insulating Fluid
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12. General $k$-Sample Problem

We now generalize the powerful two-sample tests $Z_K$, $Z_A$ and $Z_C$ in (9.1)-(9.3) into multi-sample cases.

Let $X_{i1}$, $X_{i2}$, ..., $X_{in_i}$ be a random sample from a continuous population with distribution function $F_i(x)$, $i = 1, 2, \ldots, k$ ($k \geq 2$), and let $X_1$, $X_2$, ..., $X_n$ ($n = n_1 + \cdots + n_k$) be the pooled sample with order statistics $X_{(1)}$, $X_{(2)}$, ..., $X_{(n)}$. Denote $R_{ij}$ the rank of the $j$-th ordered observation $X_{i(j)}$ in the pooled sample. We wish to test the null hypothesis

$$H : F_1(x) = F_2(x) = \cdots = F_k(x), \text{ for all } x \in (-\infty, \infty)$$

without specifying the common distribution function $F(x)$. Since

$$H = \bigcap_{t \in (-\infty, \infty)} H_t \text{ where } H_t : F_1(t) = F_2(t) = \cdots = F_k(t),$$

testing $H$ is equivalent to testing $H_t$ for every $t \in (-\infty, \infty)$.

To test $H_t$ with $t$ fixed, we define new samples based on index function: $X_{ijt} = I(X_{ij} \leq t)$ ($i = 1, 2, \ldots, k; j = 1, 2, \ldots, n_i$) satisfying $P(X_{ijt} = 1) = F_i(t)$ and $P(X_{ijt} = 0) = 1 - F_i(t)$. 

<table>
<thead>
<tr>
<th>32 Kv</th>
<th>.27</th>
<th>.40</th>
<th>.69</th>
<th>.79</th>
<th>2.75</th>
<th>3.91</th>
<th>9.88</th>
<th>13.95</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15.93</td>
<td>27.80</td>
<td>53.24</td>
<td>82.85</td>
<td>89.29</td>
<td>100.58</td>
<td>215.10</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>36 Kv</th>
<th>.35</th>
<th>.59</th>
<th>.96</th>
<th>.99</th>
<th>1.69</th>
<th>1.97</th>
<th>2.07</th>
<th>2.58</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.71</td>
<td>2.90</td>
<td>3.67</td>
<td>3.99</td>
<td>5.35</td>
<td>13.77</td>
<td>25.50</td>
<td></td>
</tr>
</tbody>
</table>
For each fixed \( t \in (-\infty, \infty) \) and the corresponding random samples \( X_{i1t}, X_{i2t}, \ldots, X_{init} \) \((i=1, 2, \ldots, k)\), let \( Z_t \) be a statistic for testing \( H_t \) such that its large values reject \( H_t \). Similarly, two types of statistics for testing \( H \) can be defined (8.1), but the Pearson's chi-squared test statistic in (8.2) and the likelihood-ratio test statistic in (8.3) are generalized as

\[
X_t^2 = \sum_{i=1}^{k} n_i \frac{[\hat{F}_i(t) - \hat{F}(t)]^2}{\hat{F}(t)[1 - \hat{F}(t)]}
\]

and

\[
G_t^2 = 2 \sum_{i=1}^{k} n_i \left\{ \hat{F}_i(t) \log \frac{\hat{F}_i(t)}{F(t)} + [1 - \hat{F}_i(t)] \log \frac{1 - \hat{F}_i(t)}{1 - F(t)} \right\},
\]

where \( \hat{F}(t) \) and \( \hat{F}_i(t) \) are respectively the empirical distribution functions of the pooled sample and sub-sample \( X_{i1}, X_{i2}, \ldots, X_{ini} \) \((i=1, 2, \ldots, k)\).

Using the \( X_t^2 \) as \( Z_t \) in (8.1) but choosing different weight functions, we can derive the following traditional \( k \)-sample tests.

1. \( w(t) = \hat{F}(t)[1 - \hat{F}(t)] \)

Replacing \( Z_t \) of the second statistic in (8.1) with \( X_t^2 \) generates

\[
K_S = \sup_{-\infty < t < \infty} \sum_{i=1}^{k} n_i [\hat{F}_i(t) - \hat{F}(t)]^2,
\]

which is a \( k \)-sample version of the traditional Kolmogorov-Smirnov statistic (Kiefer 1959). For other \( k \)-sample versions of Kolmogorov-Smirnov tests, see Conover (1965, 1980) and Wolf and Naus (1973).

2. \( w(t) = \hat{F}(t) \)

Replacing \( Z_t \) of the first statistic in (8.1) with \( X_t^2 \) generates the \( k \)-sample Anderson-
Darling statistic (Scholz and Stephens 1987)

\[ A^2 = \sum_{i=1}^{k} n_i \int_{-\infty}^{\infty} \left[ \hat{F}_i(t) - \hat{F}(t) \right]^2 \frac{d\hat{F}(t)}{\hat{F}(t)[1 - \hat{F}(t)]} . \]  

(12.2)

3. \( dw(t) = \hat{F}(t)[1 - \hat{F}(t)] d\hat{F}(t) \)

Replacing \( Z_t \) of the first statistic in (8.1) with \( X^2_t \) generates the \( k \)-sample Cramér-von Mises Statistic (Kiefer, 1959)

\[ W^2 = \sum_{i=1}^{k} n_i \int_{-\infty}^{\infty} \left[ \hat{F}_i(t) - \hat{F}(t) \right]^2 d\hat{F}(t) . \]  

(12.3)

Next we will derive the new \( k \)-sample tests by using above \( G^2_t \) as \( Z_t \) in (8.1).

13. New \( k \)-Sample Tests

The new two-sample tests in (9.1)-(9.3) can be generalized as follows.

1. \( w(t) = 1 \)

Replacing \( Z_t \) of the second statistic in (8.1) with \( G^2_t \) in Section 12 produces

\[ \sup_{-\infty < t < \infty} G^2_t = \max_{1 \leq m \leq n} G^2_{X(m)} , \]

which is equivalent to

\[ Z_K = \max_{1 \leq m \leq n} \left\{ \sum_{i=1}^{k} n_i \left[ F_{im} \log \frac{F_{im}}{F_m} + (1 - F_{im}) \log \frac{1 - F_{im}}{1 - F_m} \right] \right\} , \]  

(13.1)

where \( F_m = \hat{F}(X(m)) \) and \( F_{im} = \hat{F}_i(X(m)) \) so that \( F_m = (m - 0.5)/n \) and \( F_{im} = (j - 0.5)/n_i \) if \( m = R_{ij} \) for some \( j \), or \( F_{im} = j/n_i \) if \( R_{ij} < m < R_{ij+1} \) ( \( R_{i0} = 1, R_{in_i+1} = n + 1 \) ).
The large value of $Z_K$ rejects the null hypothesis $H$.

2. $dw(t) = \hat{F}(t)^{-1}[1 - \hat{F}(t)]^{-1}d\hat{F}(t)$

Replacing $Z_t$ of the first statistic in (8.1) with $G^2_t$ in Section 12 produces

$$2 \sum_{m=1}^{k} \sum_{i=1}^{n} \frac{n_i}{F_m(1 - F_m)} \left[ F_{im} \log \frac{F_{im}}{F_m} + (1 - F_{im}) \log \frac{1 - F_{im}}{1 - F_m} \right],$$

which is a decreasing function of

$$Z_A = - \sum_{m=1}^{k} \sum_{i=1}^{n} \frac{F_{im} \log F_{im} + (1 - F_{im}) \log(1 - F_{im})}{(m - 0.5)(n - m + 0.5)},$$

because $F_m = (m - 0.5)/n$ and $\sum_{i=1}^{k} n_i F_{im} = n F_m$.

Small values of $Z_A$ reject the null hypothesis $H$.

3. $dw(t) = F(t)^{-1}[1 - F(t)]^{-1}dF(t)$

Replacing $Z_t$ of the first statistic in (8.1) with $G^2_t$ in Section 12 produces

$$2 \sum_{m=1}^{n} \sum_{i=1}^{k} \frac{bn_m - b_m \log[F(X_m)^{-1} - 1] - 2 \sum_{i=1}^{n} \sum_{j=1}^{k} (b_{ij} - b_{ij}) \log[F(X_{ij})^{-1} - 1]$, where $b_m = m \log(m/n) + (n - m) \log(1 - m/n)$ and $b_{ij} = j \log(j/n_i) + (n_i - j) \log(1 - j/n_i)$.

Since $F(X_m) \approx \hat{F}(X_m) = (m - 0.5)/n$, $F(X_{ij}) \approx \hat{F}(X_{ij}) = (R_{ij} - 0.5)/n$ and $b_{ij} - b_{ij} \approx \log[n_i/(j - 0.5) - 1]$, the above statistic is (approximately) a decreasing function of

$$Z_C = \frac{1}{n} \sum_{i=1}^{k} \sum_{j=1}^{n} \log \frac{n_i}{j - 0.5} - 1) \log \frac{n}{R_{ij} - 0.5} - 1),$$

small values of which reject the null hypothesis $H$. 
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14. Power Comparison for $k$-Sample Tests

For two-sample tests ($k=2$), our simulation show that the powers of $Z_K$, $Z_A$ and $Z_C$ in (9.1)-(9.3) are generally much higher than those of the traditional tests, which are location-sensitive only.

In this section we will give some examples of three-sample tests ($k=3$), which, together with the examples of two-sample tests in Section 10, are illustrations for general $k$-sample tests. The powers of $Z_K$, $Z_C$ and $Z_A$ in (13.1)-(13.3) are compared with the conventional $k$-sample tests $K_S$, $A^2$ and $W^2$ in (12.1)-(12.3), as well as the Kruskal-Wallis test $K_W$ (Kruskal and Wallis, 1952), which is a common used non-parametric $k$-sample test. The asymptotic relative efficiency of $K_W$ to the one-way $F$ test is $3/\pi=0.955$ under the condition of normality, but it is usually greater than one in the case of non-normality, say 1.5 for exponential distributions (see Conover, 1980; Gibbons, 1992).

For the following situations about the underlying distributions under the null and alternative hypotheses, the powers of the seven statistics are approximated by Monte Carlo simulation, where the number of replicates is 10,000, and the significance level for testing $H$ is $\alpha = 0.05$.

The simulated powers are plotted against the total sample size $n = n_1 + n_2 + n_3$ for selected values of $(n_1, n_2, n_3)$: (10, 10, 10), (10, 10, 20), (10, 20, 20), (20, 20, 20), (20, 20, 50), (20, 50, 50), (50, 50, 50), (50, 50, 100), (50, 100, 100), (100, 100, 100).
Example 14.1: \( F_1 = U(0, 1) \) and \( F_i = Beta(p_i, q_i) \) (i=2, 3)

Without loss of generality, we assume that the underlying distribution \( F_1 \) of the first sample is the standard uniform \( U(0, 1) \). Then the natural candidates for \( F_2 \) and \( F_3 \), the underlying distributions of the second and third samples, belong to the family of beta distribution \( Beta(p, q) \), which include the uniform one because of \( Beta(1, 1) = U(0, 1) \). Assuming \( F_i = Beta(p_i, q_i) \) (i=2, 3), we can see that the three-sample test for \( H: F_1 = F_2 = F_3 \) is actually a parametric test for \( H: (p_i, q_i) = (1, 1) \) (i=2, 3).

For the following cases about the alternative hypothesis:

1. \( F_1 = U(0, 1), F_2 = Beta(0.7, 0.7) \) and \( F_3 = Beta(0.5, 0.5) \)

2. \( F_1 = U(0, 1), F_2 = Beta(1, 0.7) \) and \( F_3 = Beta(0.7, 0.5) \)

3. \( F_1 = U(0, 1), F_2 = Beta(1, 0.7) \) and \( F_3 = Beta(0.7, 1) \)

4. \( F_1 = U(0, 1), F_2 = Beta(1, 1.5) \) and \( F_3 = Beta(1.5, 1) \)

5. \( F_1 = U(0, 1), F_2 = Beta(1, 1.5) \) and \( F_3 = Beta(1.5, 2) \)

6. \( F_1 = U(0, 1), F_2 = Beta(1.5, 1.5) \) and \( F_3 = Beta(2, 2) \)

the powers of \( Z_A, Z_C, Z_K, A^2, W^2, K_S \) and \( K_W \) are plotted in Fig. 14.1 respectively. We can see that \( Z_A \) and \( Z_C \) have the highest powers and dominate the others. Although not as powerful as \( Z_A \) and \( Z_C \), \( Z_K \) is overwhelming compared to its analogue \( K_S \). Besides, among \( A^2, W^2 \) and \( K_S \), \( A^2 \) is the best and \( K_S \) is the worst (this is
also true for other examples). Finally, in cases 1 or 6 where $F_i$ ($i=1, 2, 3$) have the same location (mean) but different shapes, the new statistics are much powerful than the old ones. In such a case, the conventional Kruskal-Wallis test $K_W$ totally fails because its power is almost equal to $\alpha = 0.05$, the significance level of the test.

Example 14.2: $F_1 = N(0, 1)$ and $F_i = N(\mu_i, \sigma_i^2)$ ($i=2, 3$)

Because of the importance of normal distribution, $F_i$ ($i=1, 2, 3$) are assumed to be normal distributions $N(\mu_i, \sigma_i^2)$. We can assume that $F_1 = N(0, 1)$ without loss of generality. Then testing $H : F_1 = F_2 = F_3$ is equivalent to testing $H : (\mu_i, \sigma_i^2) = (0, 1)$ ($i=2, 3$).

Fig. 14.2 compares the powers of the seven statistics for the following situations about the alternative hypothesis:

(1) $F_1 = N(0, 1), F_2 = N(0, 2)$ and $F_3 = N(0, 4)$

(2) $F_1 = N(0, 1), F_2 = N(0, 2)$ and $F_3 = N(0, 0.5)$

(3) $F_1 = N(0, 1), F_2 = N(0.3, 1)$ and $F_3 = N(0.6, 1)$

(4) $F_1 = N(0, 1), F_2 = N(0.6, 1)$ and $F_3 = N(1, 1)$

(5) $F_1 = N(0, 1), F_2 = N(0.3, 0.5)$ and $F_3 = N(0.6, 2)$

(6) $F_1 = N(0, 1), F_2 = N(0.6, 0.5)$ and $F_3 = N(0.3, 2)$.

It is obvious that in cases 3-4 where $F_i$ ($i=1, 2, 3$) have different locations (means)
but the same dispersion (variance), there is little difference of powers between the new statistics and the old ones. Conversely, in cases 1-2 where $F_i$ have the same location but different dispersions, the power improvements of the new statistics on the old ones are tremendous. In such cases, the Kruskal-Wallis test $K_W$ has almost 'no power' (see also other examples). Finally, in cases 5-6 where $F_i$ have different locations and dispersions, the advantage of the new statistics is still significant.

We can also consider a more general case where $F_1 = N(0, 1)$ and $F_i (i=2, 3)$ have symmetric distributions, such as Cauchy, logistic and $t$ distributions, but the results are similar according to our simulation.

**Example 14.3:** $F_1 = N(\mu, \sigma^2)$ and $F_i = Gamma(a_i, b_i) (i=2, 3)$

In this example $F_1(x)$ is also assumed to be a normal distribution $N(\mu, \sigma^2)$, but $F_i(x) (i=2, 3)$ have non-symmetric distributions, say $Gamma(a_i, b_i)$, the gamma distributions with shape parameter $a_i$ and scale parameter $b_i$.

Six cases about the alternative hypothesis are considered as follows:

1. $F_1 = N(3, 1), F_2 = Gamma(3, 1)$ and $F_3 = Gamma(6, 2)$

2. $F_1 = N(5, 1), F_2 = Gamma(5, 1)$ and $F_3 = Gamma(10, 2)$

3. $F_1 = N(2, 3), F_2 = Gamma(3, 1)$ and $F_3 = Gamma(5, 1.3)$

4. $F_1 = N(6, 5), F_2 = Gamma(5, 1)$ and $F_3 = Gamma(10, 1.4)$

5. $F_1 = N(2, 2), F_2 = Gamma(3, 1)$ and $F_3 = Gamma(5, 2)$
(6) $F_1 = N(3, 3)$, $F_2 = Gamma(5, 1)$ and $F_3 = Gamma(8, 2)$. 

Note that $F_i$ ($i=1, 2, 3$) have the same mean but different variances in cases 1-2, different means but approximately the same variance in cases 3-4, different means and variances in cases 5-6. Power comparisons are given in Fig. 14.3, the results are almost the same as those in Example 14.2.

Similar results can be obtained if we consider such cases where $F_1 = N(0, 1)$ and $F_i$ ($i=2, 3$) have other non-symmetric distributions, such as log-normal, Weibull and $F$ distributions.

**Example 14.4: $F_1 = N(0.5, 0.1)$ and $F_i = Beta(p_i, q_i)$ ($i=2, 3$)**

In the last example, $F_1 = N(0.5, 0.1)$ but $F_i = Beta(p_i, q_i)$ ($i=2, 3$), where $F_2$ is symmetric ($p_2 = q_2$) while $F_3$ is non-symmetric ($p_3 \neq q_3$). The following situations are considered:

(1) $F_1 = N(0.5, 0.1)$, $F_2 = Beta(2, 2)$ and $F_3 = Beta(2, 2.5)$

(2) $F_1 = N(0.5, 0.1)$, $F_2 = Beta(2, 2)$ and $F_3 = Beta(2, 1.5)$

(3) $F_1 = N(0.5, 0.1)$, $F_2 = Beta(1.5, 1.5)$ and $F_3 = Beta(1.5, 2)$

(4) $F_1 = N(0.5, 0.1)$, $F_2 = Beta(1.5, 1.5)$ and $F_3 = Beta(1.5, 1)$

(5) $F_1 = N(0.5, 0.1)$, $F_2 = Beta(1, 1)$ and $F_3 = Beta(1, 1.5)$

(6) $F_1 = N(0.5, 0.1)$, $F_2 = Beta(1, 1)$ and $F_3 = Beta(1, 0.5)$.
The powers of the seven statistics are exhibited in Fig. 14.4, which shows that the new statistics are much more powerful than the old ones.

We can see from these examples that the traditional $k$-sample tests are sensitive to location differences among $F_i$ ($i=1, 2, \ldots, k$), but are dull to detect the variations of their shapes. As a result, it seems that

(a) when the differences among $F_i$ arrive from their locations or means only, the new statistics are as powerful as the traditional ones with $Z_A$, $Z_C$, $A^2$ and $K_W$ being better;

(b) when the differences among $F_i$ come not only from their locations or means but also from their shapes (including dispersions), the new statistics are much more powerful than the old ones; In such a case, $Z_A$ and $Z_C$ dominate the others, $Z_K$ or $A^2$ is the second best, and $K_W$ or $K_S$ is the worst;

(c) $Z_K$ is overwhelmingly powerful compared to its analogue $K_S$;

(d) Among $A^2$, $W^2$ and $K_S$, the traditional $k$-sample tests based on EDF (empirical distribution function), $A^2$ and $K_S$ are respectively the best and worst in all situations;

(e) the Kruskal-Wallis test $K_W$ fails to detect the difference in shapes among $F_i$.

(f) $Z_A$ and $Z_C$ are almost equivalent, but $Z_C$ is the best because of its simple representation in (13.3).
Fig. 14.1. Power comparison for testing $F_1 = U(0, 1)$ and $F_i = \text{Beta}(\pi_i, q_i)$ ($i=2, 3$) at level $\alpha = 0.05$
Fig. 14.2. Power comparison for testing $F_1 = N(0, 1)$ and $F_i = N(\mu_i, \sigma_i^2)$ ($i=2, 3$) at level $\alpha = 0.05$
Fig. 14.3. Power comparison for testing $F_1 = N(\mu, \sigma^2)$ and $F_i = Gamma(a_i, b_i)$ ($i=2, 3$) at level $\alpha = 0.05$
Fig. 14.4. Power comparison for testing $F_1 = N(0.5, 0.1)$ and $F_i = Beta(p_i, q_i)$ ($i=2, 3$) at level $\alpha = 0.05$
15. The Distributions of $k$-Sample $Z_A$, $Z_C$ and $Z_K$

As the two-sample case, the $k$-sample statistics $Z_A$, $Z_C$ and $Z_K$ in (13.1)-(13.3) are distribution-free. Their null distributions are uniformly discrete, and thus can be obtained by enumeration of all possible values of the statistics by considering $n!/(n_1!n_2!\cdots n_k!)$ combinations of the ranks $R_{ij}$ ($i = 1, 2, \ldots, k; j = 1, 2, \ldots, n_i$). Note that $Z_A$, $Z_C$ and $Z_K$ are functions of $R_{ij}$. Under the null hypothesis $H$, every combination of $1, 2, \ldots, n$ into $k$ groups of sizes $n_1, n_2 \ldots, n_k$ is equally likely to be the ranks of the $k$ samples.

Since the number of values that each of the statistics can take on increases very rapidly with $n_i$ and $k$, it is not feasible to give the full distribution unless $n_i$ and $k$ are small. Moreover, extensive tables have to be used for tabulating their percentage points with different $n_i$ and $k$ (even if they are small).

Fortunately, with today’s computing facilities and software, it is easy to get the approximate $p$-value of such a $k$-sample test by Monte Carlo simulation. The accuracy is good enough in practice if the number of replicates ($N$) is sufficiently large. In fact, the standard error of simulated $p$-value is $\sqrt{p(1 - p)/N}$.

Computer programs in Splus code (Program 1-3) are given below to calculate each new statistic and its simulated $p$-value for the $k$-sample test. These programs are easy to run even on PC. For example, for a three-sample test with sizes $n_1=100$ and $n_2=n_3=200$, Program 1 requires about three minutes to run on PC (Pentium II-MMX CPU at 300 MHz) for a 10,000-sized simulation.
In Program 1-3, $M$ is simulation size, $n = (n_1, n_2, \ldots, n_k)$ and $X$ is the vector of data for the $k$ samples, i.e.,

$$X = (x_{11}, x_{12}, \ldots, x_{1n_1}, x_{21}, x_{22}, \ldots, x_{1n_2}, \ldots, x_{k1}, x_{k2}, \ldots, x_{1n_k}).$$

Program 1. Calculating $Z_C$ and its $p$-value ($k$-sample case)

---

```r
f <- function(n, X, M) {
  N <- sum(n)
  r <- ceiling(rank(X))
  P <- (1:N-.5)/N
  W <- N*(P*log(P)+(1-P)*log(1-P))
  g <- function(n,r,N,W) {
    u <- 0
    k <- length(n)
    m <- 0:k
    for (i in 1:k) {
      m[i+1] <- sum(n[1:i])
      d <- (m[i]+1):m[i+1]
      u <- u+sum(log(n[i]/(1:n[i]-.5)-1)*log(N/(sort(r[d])-1)) )
    }
    return(u/N) }
  Zc <- g(n,r,N,W)
  z <- 0
  for (m in 1:M) z <- z + (g(n,rank(sample(N)),N,W) < Zc)
}
```
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p.value <- z/M
return(Zc, p.value) }
f( c(10, 20, 20), runif(50), 100 )

Program 2. Calculating $Z_A$ and its $p$-value ($k$-sample case)

f <- function(n, X, M) {
N <- sum(n)
r <- ceiling(rank(X))
P <- (1:N-.5)/N
W <- N*(P*log(P)+(1-P)*log(1-P))
g <- function(n,r,N,W) {
  u <- rep(0,N)
k <- length(n)
m <- 0:k
  for (i in 1:k) { m[i+1] <- sum(n[1:i])
    d <- (m[i]+1):m[i+1]
    d <- sort(r[d])
    D <- c(1, d, N+1)
p <- rep(0:n[i], D[2:(n[i]+2)]-D[1:(n[i]+1)]))
    p[d] <- p[d]-.5
  p <- p/n[i]


```r
u <- u-n[i]*(p*log(p+.000000001)+(1-p)*log(1-p+.000000001))
    return( sum(u/(1:N-.5)/(N:1-.5)) )

Za <- g(n,r,N,W)

z <- 0
for (m in 1:M) z <- z + (g(n,rank(sample(N)),N,W) < Za)
    p.value <- z/M
return(Za, p.value) }

f( c(10, 20, 20), runif(50), 100 )

Program 3. Calculating $Z_K$ and its p-value ($k$-sample case)
```

---

```r
f <- function(n, X, M) {
N <- sum(n)
r <- ceiling(rank(X))
P <- (1:N-.5)/N
W <- N*(P*log(P)+(1-P)*log(1-P))
g <- function(n,r,N,W) {
    u <- rep(0,N)
    k <- length(n)
    m <- 0:k
    for (i in 1:k) { m[i+1] <- sum(n[1:i])
    d <- (m[i]+1):m[i+1]
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16. Beta Approximation to the Distribution of $K_S$

Although the sampling distributions of EDF tests are intractable, sometimes they can be approximated by a simple distribution family. As a simple example, we now consider the Kolmogorov-Smirnov statistic $K_S$ in Section 2.

The asymptotic distribution of $K_S$ under null hypothesis was derived by Kolmogorov (1933), and Smirnov (1939) gave a simpler proof. However, the exact null distribution for finite-sample case is complicated to express. Kolmogorov (1933) and Massey (1950) established recursive formulas for calculating the null probability $P(K_S < k/n)$ for integer values of $k$. Then Birnbaum (1952) tabulated these
values for $n=1, 2, ..., 100$ and $k=1, 2, ..., 15$.

Since the exact null distribution of $K_S$ is only available at $k/n$ for limited integer values of $k$, approximate methods have been explored. For example, some critical values of $K_S$ based on interpolation were given by Massey (1951) and Birnbaum (1952), and the most common-used approximate critical values in statistical tables and literature were from Miller (1956). However, the approximation is only valid for the upper tail of the distribution, since the critical values (with level $\alpha$) are approximated by the exact ones (with level $\alpha/2$) for one-sided test. See Conover (1980) and Gibbons (1992).


In the following we will show that the distribution of the $K_S$ can be globally approximated by a general beta distribution. The approximation is very simple and reliable. Therefore, we may use a beta distribution to find the practical $p$-value of the $K_S$ test.

On the other hand, traditional methods of approximating the $p$-value are more complicated and less accurate. For example, the current approximation method used in S-Plus is based on interpolation for small sample ($n \leq 50$) or the limiting distribution for $n > 50$, which is not be accurate enough.

Let $B_{p, q}$ denote a random variable having standard beta distribution $Beta(p, q)$.
with density
\[ b_{p, q}(x) = x^{p-1}(1 - x)^{q-1}/B(p, q), \quad 0 < x < 1, \]
and distribution function
\[ B_{p, q}(x) = \int_{-\infty}^{x} b_{p, q}(t) \, dt, \quad -\infty < x < \infty, \]
where \( B(p, q) \) is beta function with \( p, q > 0 \).

Our simulation study shows that the distribution of Kolmogrov-Smirnov statistic \( K_S \) approximately equals that of a general beta variable \( aB_{p, q} + b \), where constants \( a, b, p, q \) are chosen such that \( K_S \) and \( aB_{p, q} + b \) have the same first four moments, or equivalently have the same mean \( \mu \), standard deviation \( \sigma \), skewness \( r_1 = \mu_3/\sigma^3 \) and kurtosis \( r_2 = \mu_4/\sigma^4 \), where \( \mu_k \) denotes the \( k \)-th central moment.

Let \( \mu_n, \sigma_n, r_{n1} \) and \( r_{n2} \) be, respectively, the mean, standard deviation, skewness and kurtosis of \( K_S \). It is easy to prove that \( K_S \) and \( aB_{p, q} + b \) \( (a > 0) \) have the same mean, standard deviation, skewness and kurtosis (or equivalently have the same first four moments) if and only if

\[
\begin{align*}
\mu_n &= \frac{ap}{p+q} + b, \\
\sigma_n &= \frac{a}{p+q} \sqrt{\frac{pq}{p+q+1}}, \\
r_{n1} &= \frac{2(q-p)}{p+q+2} \sqrt{\frac{p+q+1}{pq}}, \\
r_{n2} &= \frac{3(p+q+1)}{p+q+3} \left[ \frac{2(q-p)^2}{pq(p+q+2)} + 1 \right].
\end{align*}
\]

Note that
\[
\begin{align*}
p + q &= P(r_{n1}, r_{n2}) \quad \text{with} \quad P = P(x, y) = 6(y - x^2 - 1)/(3x^2 - 2y + 6), \\
pq &= Q(r_{n1}, r_{n2}) \quad \text{with} \quad Q(x, y) = 4P^2/[16 + x^2(P + 2)^2/(P + 1)].
\end{align*}
\]
Hence, \( a, b, p, q \) \((a > 0)\) are uniquely decided by

\[
\begin{align*}
  p, q &= \left[ p(r_{n1}, r_{n2}) \pm \sqrt{p(r_{n1}, r_{n2})^2 - 4Q(r_{n1}, r_{n2})} \right]/2, \\
  a &= \sigma_n(p+q)\sqrt{(p+q+1)/(pq)}, \quad b = \mu_n - ap/(p+q),
\end{align*}
\]

(16.1)

with \( q > p \) \((q \leq p)\) if \( r_{n1} > 0 \) \((r_{n1} \leq 0)\).

Then \( K_S \) and \( aB_{p, q} + b \) have the exactly same first four moments, as well as the approximately same moments of higher order based on our simulation (see below). Therefore, they have approximately the same moment generating function or characteristic function, and thus they have approximately the same distribution.

As a result, \( F_K(x) \) and \( f_K(x) \), the distribution and density functions of \( K_S \), can be simply approximated by those of \( aB_{p, q} + b \), i.e.

\[
F_K(x) \approx B_{p, q}(\frac{x-b}{a}) \quad \text{and} \quad f_K(x) \approx b_{p, q}(\frac{x-b}{a})/a,
\]

(16.2)

where \( a, b, p, q \) are given by (16.1) and will be approximated by (16.3).

Usually, having the same first four moments is not enough to guarantee a very good approximation, but (16.2) is a special case where the two distributions also have sufficiently close moments of higher orders and thus have approximately the same moment generating or characteristic function. For \( n=10, 100 \) and \( 1000 \), for example, the first ten standard moments of the two variables are listed in Table 16.1, where the upper numbers in double entries are the moments of \( K_S \) based on simulation with size of one million, and the lower numbers correspond to \( aB_{p, q} + b \). The specific values of \( a, b, p, q \) are given in Table 16.2 below.

It can be seen from Table 16.1 that they do have the same first four moments and similar moments of higher orders. Unfortunately, the exact first four moments
of $K_S$ are not available to determine $a$, $b$, $p$, $q$, so we use Monte Carlo approach. For some selected values of $n$, Table 16.2 lists the first four standard moments of $K_S$ obtained by a one-million-size simulation together with the corresponding values of $a$, $b$, $p$, $q$ calculated from (16.1).
TABLE 16.1. The first ten standard moments of $K_S$ and $aB_p, q + b$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\bar{\mu}_3/\sigma^3$</th>
<th>$\bar{\mu}_4/\sigma^4$</th>
<th>$\bar{\mu}_5/\sigma^5$</th>
<th>$\bar{\mu}_6/\sigma^6$</th>
<th>$\bar{\mu}_7/\sigma^7$</th>
<th>$\bar{\mu}_8/\sigma^8$</th>
<th>$\bar{\mu}_9/\sigma^9$</th>
<th>$\bar{\mu}_{10}/\sigma^{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>.2592</td>
<td>.07983</td>
<td>.8180</td>
<td>3.697</td>
<td>8.237</td>
<td>29.78</td>
<td>98.51</td>
<td>377.7</td>
<td>1500</td>
<td>6329</td>
</tr>
<tr>
<td></td>
<td>.2592</td>
<td>.07983</td>
<td>.8180</td>
<td>3.697</td>
<td>8.399</td>
<td>30.60</td>
<td>104.1</td>
<td>408.7</td>
<td>1672</td>
<td>7315</td>
</tr>
<tr>
<td>100</td>
<td>.0852</td>
<td>.02592</td>
<td>.8561</td>
<td>2.869</td>
<td>9.209</td>
<td>34.70</td>
<td>124.2</td>
<td>516.0</td>
<td>2235</td>
<td>10533</td>
</tr>
<tr>
<td></td>
<td>.0852</td>
<td>.02592</td>
<td>.8561</td>
<td>3.869</td>
<td>9.311</td>
<td>35.10</td>
<td>127.1</td>
<td>529.6</td>
<td>2329</td>
<td>10999</td>
</tr>
<tr>
<td>1000</td>
<td>.0273</td>
<td>.00823</td>
<td>.8616</td>
<td>3.884</td>
<td>9.285</td>
<td>34.93</td>
<td>125.2</td>
<td>517.0</td>
<td>2248</td>
<td>10403</td>
</tr>
<tr>
<td></td>
<td>.0273</td>
<td>.00823</td>
<td>.8616</td>
<td>3.884</td>
<td>9.399</td>
<td>35.47</td>
<td>129.0</td>
<td>539.2</td>
<td>2380</td>
<td>11286</td>
</tr>
</tbody>
</table>

TABLE 16.2. The first four standard moments of $K_S$ and corresponding $a, b, p, q$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\mu_n$</th>
<th>$\sigma_n$</th>
<th>$r_{n1}$</th>
<th>$r_{n2}$</th>
<th>$a$</th>
<th>$b$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.35826</td>
<td>0.109496</td>
<td>0.7583</td>
<td>3.495</td>
<td>1.1571</td>
<td>0.14674</td>
<td>2.867</td>
<td>12.82</td>
</tr>
<tr>
<td>10</td>
<td>0.25916</td>
<td>0.079832</td>
<td>0.8180</td>
<td>3.697</td>
<td>1.0186</td>
<td>0.10590</td>
<td>2.980</td>
<td>16.83</td>
</tr>
<tr>
<td>20</td>
<td>0.18636</td>
<td>0.057362</td>
<td>0.8389</td>
<td>3.784</td>
<td>0.8215</td>
<td>0.07555</td>
<td>3.093</td>
<td>19.84</td>
</tr>
<tr>
<td>30</td>
<td>0.15331</td>
<td>0.047046</td>
<td>0.8457</td>
<td>3.818</td>
<td>0.7153</td>
<td>0.06190</td>
<td>3.165</td>
<td>21.60</td>
</tr>
<tr>
<td>50</td>
<td>0.11967</td>
<td>0.036602</td>
<td>0.8559</td>
<td>3.862</td>
<td>0.5974</td>
<td>0.04830</td>
<td>3.229</td>
<td>23.80</td>
</tr>
<tr>
<td>70</td>
<td>0.10150</td>
<td>0.031013</td>
<td>0.8562</td>
<td>3.863</td>
<td>0.5053</td>
<td>0.04106</td>
<td>3.224</td>
<td>23.73</td>
</tr>
<tr>
<td>100</td>
<td>0.08519</td>
<td>0.025916</td>
<td>0.8561</td>
<td>3.869</td>
<td>0.4327</td>
<td>0.03445</td>
<td>3.267</td>
<td>24.59</td>
</tr>
<tr>
<td>150</td>
<td>0.06985</td>
<td>0.021213</td>
<td>0.8599</td>
<td>3.887</td>
<td>0.3659</td>
<td>0.02823</td>
<td>3.298</td>
<td>25.70</td>
</tr>
<tr>
<td>200</td>
<td>0.06063</td>
<td>0.018404</td>
<td>0.8607</td>
<td>3.878</td>
<td>0.3051</td>
<td>0.02481</td>
<td>3.225</td>
<td>24.25</td>
</tr>
<tr>
<td>300</td>
<td>0.04960</td>
<td>0.015020</td>
<td>0.8594</td>
<td>3.864</td>
<td>0.2401</td>
<td>0.02053</td>
<td>3.171</td>
<td>23.02</td>
</tr>
<tr>
<td>500</td>
<td>0.03851</td>
<td>0.011636</td>
<td>0.8574</td>
<td>3.863</td>
<td>0.1878</td>
<td>0.01590</td>
<td>3.201</td>
<td>23.38</td>
</tr>
<tr>
<td>1000</td>
<td>0.02730</td>
<td>0.008229</td>
<td>0.8616</td>
<td>3.884</td>
<td>0.1385</td>
<td>0.01125</td>
<td>3.245</td>
<td>24.76</td>
</tr>
</tbody>
</table>

Since $K_S$ is distribution-free, its moments depend only on $n$, so do $a, b, p, q$ in (16.1). For simplicity, linear functions of $n^{-1}$ and $n^d$ ($d$ is fixed) are used to
approximate them. Of course, better approximations may be made by using more complicated functions at the price of the simplicity.

Directly fitting the data of \(a, b, p, q\) in Table 16.2 does not work well and could destroy their structure in (16.1) which enable the approximate distribution to have correct first moments. Instead we fit the moments first. A linear regression model \(y = \beta_0 + \beta_1 n^{-1} + \beta_2 n^d\) is used to fit (by least squares approach) the data of \(\mu_n, \sigma_n, r_{n1}, r_{n2}\) (against \(n\)) in Table 16.2 respectively. For different values of \(d\), we have different models to fit the data. We choose a \(d\) which roughly corresponds to the best fit by the following approach. One can choose any initial value of \(d\), and then fit the model to the data. If the fit is satisfactory, stop. Otherwise, increase or decrease the value of \(d\) and fit the model again. Then choose the \(d\) which corresponds to a better fit. Repeat this process until a satisfactory fit is obtained. In this way, the best \(d\) can be roughly reached within a few steps by our experience. The results are as follows:

\[
\begin{align*}
\hat{\mu}_n &= -0.00008631 - 0.1348/n + 0.8587/n^{0.498} \\
\hat{\sigma}_n &= 0.0004787 - 0.09059/n + 0.296/n^{0.525} \\
\hat{r}_{n1} &= 0.861 - 0.3748/n - 0.6908/n^2 \\
\hat{r}_{n2} &= 3.884 - 1.815/n - 0.6549/n^2.
\end{align*}
\]

Then, using them as the mean, standard deviation, skewness and kurtosis of \(K_S\), we can get a new set of data for \(a, b, p, q\) (against \(n\)) via (16.1). The new data is well fitted by
\[
\begin{align*}
\hat{a} &= 0.003326 - 6.012/n + 5.52/n^{0.53} \\
\hat{b} &= -0.0004245 - 0.003397/n + 0.3204/n^{0.48} \\
\hat{p} &= 3.258 - 3.727/n + 4.607/n^{1.6} \\
\hat{q} &= 25 - 161.2/n + 162.2/n^{1.3},
\end{align*}
\]

which thus well keeps the original structure of (16.1).

With \(a, b, p\) and \(q\) approximated by (16.3) the distribution of Kolmogorov-Smirnov statistic \(K_S\) can be simply approximated by a completely known beta distribution in (16.2).

We now discuss the accuracy of the approximation. For \(n=10, 50, 100, 200\) and \(500\), Table 16.3 lists three sets of percentage points of \(K_S\) for comparison. The first line in multiple entries is obtained from (16.2) with \(a, b, p\) and \(q\) given in (16.3); the second line is based on a Monte Carlo simulation of size 100,000; the third line lists the most common-used approximate values given by Miller (1956), which are only available for upper tail (asymptotic values are used if \(n > 100\)). See also Conover (1980) and Gibbons (1992).
It can be seen from Table 16.3 that (a) compared with the simulation results, our approximate values are very accurate in the whole region (lower, central and upper parts) of the distribution, and the higher the percentage level, the more accurate the approximation; (b) at the upper tail they are consistent with Miller's approximate results for $n \leq 100$ but are better than asymptotic values, which are always a little bit larger than real ones, especially when $n \leq 200$.

The exact sampling distribution of $K_s$ is complicated. Kolmogorov (1933) and Massey (1950) established recursive formulas for calculating the null probability
\[ P(K_S < k/n) \] for integer values of \( k \). Note that the recursive formulas only apply to integer \( k \). Birnbaum (1952) tabulated these values for \( n=1, 2, ..., 100 \) and \( k=1, 2, ..., 15 \). We can use Birnbaum's tables to check the accuracy of our approximation. Below are such exact values for \( n=40 \) compared with the values obtained by the beta approximation given by (16.2):

<table>
<thead>
<tr>
<th>( k )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>exact</td>
<td>.0345</td>
<td>.2182</td>
<td>.4808</td>
<td>.7016</td>
<td>.8471</td>
<td>.9295</td>
<td>.9708</td>
<td>.9891</td>
<td>.9964</td>
<td>.9989</td>
</tr>
<tr>
<td>appr.</td>
<td>.0344</td>
<td>.2224</td>
<td>.4812</td>
<td>.7021</td>
<td>.8488</td>
<td>.9311</td>
<td>.9716</td>
<td>.9894</td>
<td>.9964</td>
<td>.9989</td>
</tr>
</tbody>
</table>

It can be seen that the values corresponding to the same \( k \) are almost equal, especially for large \( k \). The situation is similar for other sample sizes.

We conclude from above that (16.2) globally gives very simple and accurate approximations to the distribution and density functions of \( K_S \), especially at the upper tail (the most important part). Hence, we can easily use a beta distribution to find the practical \( p \)-value of the Kolmogorov-Smirnov test, which is simpler and more accurate than existing methods in the literature. For example, the current approximation method used in S-Plus is based on interpolation on limited values of exact distribution for small sample \( (n \leq 50) \), or the limiting distribution for \( n > 50 \), which has been shown in Table 16.3 that it may not give a good approximation to the true value if \( n < 200 \).

17. A Simple Distribution Family
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In order to generalize the approach in the previous section, we now consider a family of distributions \( V(a, b, p, q, c, d) \) generated by the random variable

\[
V = a(Y - \mu^Y)/Z + b,
\]

where
1. \( Y \sim Beta(p, q) \), a beta distribution with parameters \( p \) and \( q \) and \( \mu^Y = E(Y) \);
2. \( a > 0 \) and \( b \) are constants;
3. \( Z \) has the density defined by a simple step function

\[
f_Z(t) = c_i, \quad d_{i-1} < t < d_i \quad (d_i = d + i/I ; i = 1, 2, \ldots, I)
\]

with \( c_i, d > 0 \) as constants, \( i = 1, 2, \ldots, I \), satisfying \( \sum_{i=1}^{I} c_i = I \);
4. \( Y \) and \( Z \) are independent.

For any function \( h(y) \), denote \( h(b) - h(a) \) by \( [h(y)]_{y=a}^{y=b} \). After some routine calculation, we can find the distribution function of \( V \) as follows.

\[
F_V(x) = \sum_{i=1}^{I} \frac{c_i}{t} \left[ yB_{p, q}(y) - \mu^Y B_{p+1, q}(y) \right]_{y=d_{i-1}}^{y=d_i},
\]

where \( t = (x - b)/a, t_i = \mu^Y + td_i \) and \( B_{p, q}(y) \) is the distribution function of \( Beta(p, q) \).

Suppose that a random variable \( X \) has complicated distribution but finite moments \( \mu^X_k = E(X^k) \), \( k=1, 2, 3, 4 \). Let the skewness and kurtosis of \( X \) denoted by

\[
r_1^X = \mu_3^X/\left(\mu_2^X\right)^{3/2} \quad \text{and} \quad r_2^X = \mu_4^X/\left(\mu_2^X\right)^2
\]

respectively, where \( \mu_k^X \) is the \( k \)-th central moment (about the mean). We wish to approximate the distribution function of \( X \) by a member of the family \( V(a, b, p, q, c, d) \). We do this in two steps.
STEP 1.

We choose the constants $a$, $b$, $p$, and $q$ such that $X$ has the same first four moments as those of $V$ in (17.1).

First, we let them have the same skewness and kurtosis, i.e.

$$r_1^X = r_1^Y \mu_3^{1/2} / (\mu_2^{1/2})^{3/2} \quad \text{and} \quad r_2^X = r_2^Y \mu_4^{1/2} / (\mu_2^{1/2})^2$$

or

$$r_1^Y = r_1^X (\mu_2^{1/2})^{3/2} / \mu_3^{1/2} \quad \text{and} \quad r_2^Y = r_2^X (\mu_2^{1/2})^2 / \mu_4^{1/2}, \quad (17.4)$$

where

$$mu_k^{1/2} = E(1/Z)^k = \sum_{i=1}^l c_i (d_{i-k} - d_{i-k-1}) / (1 - k). \quad (17.5)$$

Since $Y$ has beta distribution, we have the following:

$$\begin{cases} 
p + q = P(r_1^Y, r_2^Y), \quad P(x, y) = 6(y - x^2 - 1)/(3x^2 - 2y + 6), \\
p q = Q(r_1^Y, r_2^Y), \quad Q(x, y) = 4P^2/[16 + x^2(P + 2)/P + 1].
\end{cases} \quad (17.6)$$

Substituting $r_1^Y$ and $r_2^Y$ in (17.6) with $r_1$ and $r_2$ in (17.4), we can solve for $p$ and $q$.

Hence,

$$p, q = \left[ P(r_1, r_2) \pm \sqrt{P(r_1, r_2)^2 - 4Q(r_1, r_2)} \right] / 2 \quad (17.7)$$

with $q > p$ ($q \leq p$) if $r_1 > 0$ ($r_1 \leq 0$).

Second, we let $X$ and $V$ have the same mean and variance, which can be easily achieved by choosing

$$a = \sqrt{\bar{\mu}_2^X / (\mu_2^{1/2})} \quad \text{and} \quad b = \mu^X \quad (17.8)$$

where $\bar{\mu}_2^Y = pq / (p + q)^2 / (p + q + 1)$.
Now we have already fixed $a$, $b$, $p$, and $q$ so that $X$ and $V$ in (17.1) have the same first four moments. We use (17.3) to approximate the distribution function of $X$.

**STEP 2.**

Generally speaking, having the same first four moments is still not sufficient to guarantee a very good approximation. Therefore, we use $c_i$, $i = 1, 2, \ldots, I$, and $d$ of the step function (17.2) as tuning parameters for further improvement.

The construction of (17.1) is based on the following: (1) beta distributions have different (but not arbitrary) kinds of shapes so that $Y$ plays a key role in controlling the basic shape (skewness and kurtosis) of the approximate distribution; (2) step functions can approach any density function so that $Z$ works well as an adjustment; (3) $a$ and $b$ are scale and location parameters. Besides, beta distributions have the excellent property (17.6), while using step functions as densities makes (17.3) and (17.5) simple.

It is obvious that the larger the number of steps ($I$) we use, the more accurate the approximation can be made, but, on the other hand, the more difficult to tune the parameters. Also, small $I$ makes both (17.3) and (17.5) simple.

If higher order moments of $X$ are known, we can choose the tuning parameters in (17.2) to match the higher order moments of $X$ with $V(a, b, p, q, c, d)$. If higher order moments are not known, but some quantiles of $X$ are available through simulation or other methods, we can determine the tuning parameters to match the quantiles. Examples are presented in Sections 18 and 19, where we fit a member
of the family $V(a, b, p, q, c, d)$ to Cramér-von Mises and Waston’s statistics for goodness of fit.

18. Approximate distribution for Cramér-von Mises Statistic

The exact null distribution of the classical Cramér-von Mises statistic $W^2$ in Section 2 is not known except for $n = \infty$ and $n = 1-7$ (see, e.g., Anderson and Darling (1952), Marshall (1958), and Knott (1974)). So, some approximate methods have been explored.

Using the first four moments (about the mean) of $W^2$,

$$
\begin{align*}
\mu_1 &= 1/6 \\
\bar{\mu}_2 &= (4 - 3/n)/180 \\
\bar{\mu}_3 &= (32 - 61/n + 30/n^2)/3780 \\
\bar{\mu}_4 &= (496 - 1532/n + 1671/n^2 - 630/n^3)/75600,
\end{align*}
$$

Pearson and Stephens (1962) obtained some approximate percentage points for $n = 5, 10$ and $\infty$ by fitting Johnson’s $S_B$ curve, which can only give approximately the same first four moments but requires extensive computation.

Tiku (1965) used $a + b\chi_p^2$ to get a simple approximation by choosing $a$, $b$, and $p$ to give the same first three moments as above. The method is easy to apply and gives good results at the upper tail of the distribution, but it fails at the lower tail. This is not surprising because the first three (or even four) moments are not sufficient to determine a distribution.
Stephens (1970) gave an empirical way to approximate the upper (lower) 100\alpha\% percentage point of $W^2$ by $U_\alpha/(1 + 1/n) + 0.4/n - 0.6/n^2 (L_\alpha/(1 + 0.5/n) + 0.03/n)$, where $U_\alpha$ ($L_\alpha$) is the corresponding point of $W^2_\infty$. This method works very well at both upper and lower tails. However, it is not suitable for the central part of the distribution. For instance, since $U_{0.25} = 0.20939$, the corresponding approximate value for $W^2_0$ is 0.22812, but the true value is 0.21087.

The best known approximate results are given by Csörgő and Faraway (1996). Using one-term linking approximation to the limiting distribution and combining many published results from literature, they found a sophisticated approximation with high accuracy for all (upper, lower and central) parts of the distribution. The only concern is the complexity of their formula. Moreover, it includes some special functions, such as Bessel functions. Therefore it is difficult to find the practical $p$-value of a goodness-of-fit test.

In contrast, the method described in Section 16 is simple and can give a very accurate approximation to whichever part (upper, lower or central) of the distribution. We now discuss it in detail as below.

Let $W^2$ be the random variable $X$ in Section 17. Using its known first four moments in (18.1), we can easily find $a$, $b$, $p$, and $q$ via (17.7) and (17.8) with $c_i$, $i=1, 2, \ldots I$, and $d$ fixed. Then $W^2$ and $V$ in (17.1) have the same first four moments, and thus (17.3) can be used to approximate the distribution of $W^2$.

In order to have a better approximation, we need the second step i.e. the tuning procedure for $c_i$, $i = 1, 2, \ldots, I$, and $d$. How to choose the best tuning parameters
is another topic of undergoing research. Generally speaking, the objective of tuning parameters is to make the $V$ and $W^2$ have similar moments of higher orders. Unfortunately, here we do not have other moments except the first four in (18.1). Another way of tuning parameters is to let the two variables have approximately the same percentage points. Of course, the theoretical percentage points of $W^2$ are unknown, so we use Monte Carlo approach to simulate their values which are almost the same as the approximations given by Csörgö and Faraway(1996). With simulated percentage points of $W^2$, we can perform the tuning process in the following.

Since $W^2$ has limiting distribution, we start with large sample size, say $n=1000$. First, we use one-step function ($I=1$) to try. With $c_1=1$, it is easy to tune a single parameter $d$ (just several times) so that $V$ and $W^2$ have close percentage points as possible. If the accuracy is not satisfactory, then use two-step function to try, but this time we only need to tune $c_1$ and $d$ since $c_2 = 1 - c_1$. For this example, we finally use a four-step function with $(c_1, c_2, c_3, c_4) \propto (29, 3, 1, 6)$ and $d=0.84$. This configuration of parameters also works well for $n=500, 200, 100, 50$ and $30$. For $n=20, 10, and 5$, we keep using the same $c_1$'s but choose $d=0.83, 0.80, and 0.72$. For simplicity, we use the following parameters for general $n$.

$$I = 4, \quad (c_1, c_2, c_3, c_4) = \frac{4}{39}(29, 3, 1, 6), \quad d = \min(0.84, 0.86 - 0.6/n) \quad (18.2)$$

We spent about two hours to get this result which can be used forever. The turning process is just like tuning a machine or equipment to fit different conditions. For different statistics we need different parameters. In fact, it is because of the turning parameters that make (17.1) suitable for general case.

Since $a, b, p, and q$ have been decided by (17.7) and (17.8), by (18.2), we obtain
a complete known formula (17.3) to approximate the distribution function of $W^2$.

Table 18.1 lists some of these values for $n=10, 50, 200, 1000$, and Table 18.2 gives the corresponding approximate percentage points (the upper numbers in double entries) obtained from (17.3) together with those (the lower numbers) obtained by Csörgő and Faraway (1996) for comparison.

We can see from Table 18.2 that the two sets of numerical results are very close. Therefore, the two approximate distributions are almost the same although they are obtained by using different methods, and thus have totally different mathematical expressions.

Compared with Csörgő and Faraway's approach, our method is much simpler without using any special function. Therefore it can be easily used to obtain practical $p$-values of goodness-of-fit tests, instead of tabulating limited percentage points. Moreover, the approximate function in (17.3) is a real distribution function. Finally, our method is of generality and can be applied to approximate the distribution for a general continuous random variable with known finite first four moments.

Remark: (18.2) is just a simple solution. It is not difficult to find a better configuration of $c_i$ and $d$ if we let $c_i$ vary with $n$ (like $d$). Besides, increasing $I$, the number of steps in (17.2), can absolutely raise the degree of accuracy of approximations, but our formulas will be more complicated.
### TABLE 18.1. Some values of $a$, $b$, $p$, $q$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a$</th>
<th>$b$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.8428</td>
<td>1/6</td>
<td>0.6379</td>
<td>20.6594</td>
</tr>
<tr>
<td>50</td>
<td>16.7855</td>
<td>1/6</td>
<td>0.6573</td>
<td>88.4046</td>
</tr>
<tr>
<td>200</td>
<td>31.8450</td>
<td>1/6</td>
<td>0.6589</td>
<td>168.2916</td>
</tr>
<tr>
<td>1000</td>
<td>41.4957</td>
<td>1/6</td>
<td>0.6592</td>
<td>219.4716</td>
</tr>
</tbody>
</table>

### TABLE 18.2. Some percentage points for $W^2$

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0263</td>
<td>0.0384</td>
<td>0.0477</td>
<td>0.0718</td>
<td>0.1200</td>
<td>0.2100</td>
<td>0.3458</td>
<td>0.4545</td>
<td>0.7139</td>
<td>1.078</td>
</tr>
<tr>
<td></td>
<td>0.0265</td>
<td>0.0384</td>
<td>0.0478</td>
<td>0.0721</td>
<td>0.1207</td>
<td>0.2104</td>
<td>0.3450</td>
<td>0.4542</td>
<td>0.7147</td>
<td>1.082</td>
</tr>
<tr>
<td>50</td>
<td>0.0252</td>
<td>0.0370</td>
<td>0.0461</td>
<td>0.0703</td>
<td>0.1185</td>
<td>0.2092</td>
<td>0.3476</td>
<td>0.4603</td>
<td>0.7373</td>
<td>1.152</td>
</tr>
<tr>
<td></td>
<td>0.0251</td>
<td>0.0369</td>
<td>0.0464</td>
<td>0.0706</td>
<td>0.1192</td>
<td>0.2096</td>
<td>0.3468</td>
<td>0.4599</td>
<td>0.7373</td>
<td>1.145</td>
</tr>
<tr>
<td>200</td>
<td>0.0248</td>
<td>0.0367</td>
<td>0.0458</td>
<td>0.0701</td>
<td>0.1183</td>
<td>0.2090</td>
<td>0.3479</td>
<td>0.4613</td>
<td>0.7415</td>
<td>1.164</td>
</tr>
<tr>
<td></td>
<td>0.0249</td>
<td>0.0367</td>
<td>0.0461</td>
<td>0.0704</td>
<td>0.1190</td>
<td>0.2094</td>
<td>0.3472</td>
<td>0.4609</td>
<td>0.7415</td>
<td>1.158</td>
</tr>
<tr>
<td>1000</td>
<td>0.0248</td>
<td>0.0366</td>
<td>0.0457</td>
<td>0.0700</td>
<td>0.1182</td>
<td>0.2090</td>
<td>0.3480</td>
<td>0.4616</td>
<td>0.7427</td>
<td>1.168</td>
</tr>
<tr>
<td></td>
<td>0.0248</td>
<td>0.0367</td>
<td>0.0460</td>
<td>0.0703</td>
<td>0.1189</td>
<td>0.2094</td>
<td>0.3472</td>
<td>0.4612</td>
<td>0.7426</td>
<td>1.161</td>
</tr>
</tbody>
</table>

### 19. Approximate Results for Waston's Statistic
The Watson's statistic

\[ U^2 = n \int_{-\infty}^{\infty} \left\{ F_n(x) - F(x) - \int_{-\infty}^{x} [F_n(y) - F(y)] dF(y) \right\}^2 dF(x) \]

\[ = \frac{1}{12n} + \sum_{i=1}^{n} \left[ F_0(X_i) - \frac{i - 0.5}{n} \right]^2 - n \left[ \frac{1}{n} \sum_{i=1}^{n} F_0(X_i) - 0.5 \right]^2 \]

is a modification to the Cramér-von Mises statistic \( W^2 \) so that it can test the goodness of fit on a circle.

Like Cramér-von Mises statistic, \( U^2 \) is distribution-free. The exact distribution of \( U^2 \) was given by Watson (1961) for \( n = \infty \) and by Stephens (1963, 1964) for \( n=1, 2, 3, \) and 4. Approximate approaches based on moments or empirical estimation have been studied by Pearson and Stephens (1962), Tiku (1965) and Stephens (1970). The results are similar to those for \( W^2 \) (see Section 17). Again, the best known approximate results were given by Csörgő and Faraway (1996).

Now, using the first four moments (about the mean) given by Stephens (1963):

\[
\begin{align*}
\mu_1 &= 1/12 \\
\bar{\mu}_2 &= (1 - 1/n) / 360 \\
\bar{\mu}_3 &= (2 - 5/n + 3/n^2) / 7560 \\
\bar{\mu}_4 &= (19 - 70/n + 87/n^2 - 36/n^3) / 302400,
\end{align*}
\]

we apply the method in Section 16 to \( U^2 \), which has lower skewness and kurtosis than those of \( W^2 \), but this time we just need a three-step function (17.2) \( (I=3) \).

Results parallel to those of \( W^2 \) in Section 18 are given below. We can see again from Table 19.2 that our numerical results are very close to those given by Csörgő and Faraway (1996).

\[ I = 3, \ (c_1, c_2, c_3) = (21, 1, 2) / 8, \ d = \min(0.91, 0.96 - 1.5/n). \]
TABLE 19.1. Some values of $a$, $b$, $p$, $q$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a$</th>
<th>$b$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.9582</td>
<td>1/12</td>
<td>1.1642</td>
<td>18.4019</td>
</tr>
<tr>
<td>50</td>
<td>4.5683</td>
<td>1/12</td>
<td>1.2504</td>
<td>86.3966</td>
</tr>
<tr>
<td>200</td>
<td>8.6382</td>
<td>1/12</td>
<td>1.2576</td>
<td>164.6947</td>
</tr>
<tr>
<td>1000</td>
<td>11.3197</td>
<td>1/12</td>
<td>1.2593</td>
<td>214.3387</td>
</tr>
</tbody>
</table>

TABLE 19.2. Some percentage points for $U^2$

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>.0210</td>
<td>.0291</td>
<td>.0345</td>
<td>.0477</td>
<td>.0702</td>
<td>.1054</td>
<td>.1499</td>
<td>.1824</td>
<td>.2545</td>
<td>.3496</td>
</tr>
<tr>
<td></td>
<td>.0212</td>
<td>.0288</td>
<td>.0344</td>
<td>.0476</td>
<td>.0704</td>
<td>.1054</td>
<td>.1498</td>
<td>.1824</td>
<td>.2548</td>
<td>.3507</td>
</tr>
<tr>
<td>50</td>
<td>.0199</td>
<td>.0279</td>
<td>.0332</td>
<td>.0467</td>
<td>.0695</td>
<td>.1053</td>
<td>.1514</td>
<td>.1860</td>
<td>.2656</td>
<td>.3779</td>
</tr>
<tr>
<td></td>
<td>.0200</td>
<td>.0276</td>
<td>.0333</td>
<td>.0466</td>
<td>.0696</td>
<td>.1053</td>
<td>.1514</td>
<td>.1860</td>
<td>.2658</td>
<td>.3782</td>
</tr>
<tr>
<td>200</td>
<td>.0197</td>
<td>.0277</td>
<td>.0330</td>
<td>.0466</td>
<td>.0693</td>
<td>.1053</td>
<td>.1517</td>
<td>.1867</td>
<td>.2676</td>
<td>.3838</td>
</tr>
<tr>
<td></td>
<td>.0198</td>
<td>.0274</td>
<td>.0331</td>
<td>.0464</td>
<td>.0694</td>
<td>.1053</td>
<td>.1517</td>
<td>.1867</td>
<td>.2678</td>
<td>.3834</td>
</tr>
<tr>
<td>1000</td>
<td>.0196</td>
<td>.0276</td>
<td>.0330</td>
<td>.0465</td>
<td>.0693</td>
<td>.1053</td>
<td>.1518</td>
<td>.1868</td>
<td>.2682</td>
<td>.3848</td>
</tr>
<tr>
<td></td>
<td>.0197</td>
<td>.0274</td>
<td>.0331</td>
<td>.0464</td>
<td>.0694</td>
<td>.1053</td>
<td>.1517</td>
<td>.1868</td>
<td>.2683</td>
<td>.3847</td>
</tr>
</tbody>
</table>

20. Concluding Remarks

Through the parameterization introduced in Section 1, a nonparametric goodness-
of-fit test is simplified to a family of parametric tests. As a result, more general types of EDF tests for goodness of fit can be defined, which include traditional EDF tests, as well as new EDF tests based on the likelihood ratio. This methodology for goodness-of-fit tests in Sections 1-5 is summarized in Zhang (2001a).

Besides, instead of testing for a specific distribution, the new statistics can be applied to test the goodness of fit for a family of distributions, such as the families of normal, exponential, gamma, and Weibull distributions. For instance, the new tests outperform the best tests of normality in literature by simulation (see Sections 5-6). Another interesting topic is to test multivariate normality.

The methodology of goodness-of-fit tests has been developed and applied to general two-sample and multi-sample problems, and parallel results have been obtained. The simulations in Sections 8-15 show that the new tests are sensitive to the difference in location, scale and shape among distributions, while traditional tests are dull to detect the variation in shape or scale. The major results of the two-sample tests in Sections 8-10 are given in Zhang (2001b).

Since the exact sampling distributions of the EDF test statistics are intractable, we have to investigate some approximate approaches. In Sections 16-19, a simple distribution family is introduced to approximate the distribution function for a general continuous random variable. When applied to some EDF test statistics, it gives similar numerical results as the best known, but it is much simpler and can be directly used to obtain practical $p$-values of goodness-of-fit tests (Zhang and Wu, 2001a, 2001b). The key issue in using simple distribution family is choosing the tuning parameters involved. This is still an area of on-going research.
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