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Abstract

Multimedia applications, involving real-time audio/video teleconferencing and
telemedicine require strict quality of service (QoS) constraints. Quality of service can be
estimated and specified in terms of constraints or metrics that are of prime interest to the
application such as end-to-end delay bound, bandwidth availability and loss probability.
Substantial amount of work has been done on developing end-to-end QoS routing
algorithms and protocols both for unicast and multicast flows for a wide variety of
essential metrics and their combinations. To guarantee the real-time delivery of packets
satisfying such constraints, QoS channel needs to be established in advance using a path
selection algorithm that takes into account the QoS constraints. Establishing a
connection that provides a guaranteed service involves routing, signaling, call admission,
and resource reservation. A number of schemes that have been studied in this research
work such as Delay-Constraint Unicast Routing (DCUR), Delay-Constraint Routing
(DCR), and Distributed Delay-Constraint Algorithm (DDCA) are mainly focusing on the
routing aspect of the problem while leaving the call admission and resource reservation
problems for future investigation. In our work, we are analyzing and comparing the
above- mentioned Delay-Constrained Least-Cost (DCLC) algorithms while integrating
them with call admission and resource reservation in order to find the most viable path

finding algorithm among the chosen schemes. We call this the Integrated Routing

Protocol (IRP).
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IRP establishes a unicast connection in two stages, a forward routing stage and a
backward setup configuration stage. During the forward routing process, routing
information is forwarded from a source node towards the destination on feasible paths
through connection setup messages. The setup messages include the latest call admission
control (CAC) information on links within the traversed paths. The destination node
collects information on feasible paths through the above-mentioned routing algorithms in
its database. Then it selects a viable least-cost path with the most available bandwidth
that meets the delay constraint. The backward setup process starts after the destination
node chooses the viable path and attempts resource allocation backwards towards the
source node, such that the CAC criteria are met. The overall performance is enhanced as
routing, CAC and resource reservation are integrated. A comprehensive simulation
model is developed to study the performance of the proposed scheme. A number of
experiments are conducted under different traffic characteristics and network parameters.
Performance results show that IRP amplifies the probability of call acceptance by
providing multiple-path choices between single pair of source and destination nodes. IRP
is also shown to outperform existing DCLC routing algorithms in achieving low call

blocking ratios as it adapts better to changes in the network and link characteristics.
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Chapter 1

Introduction

IP has two primary responsibilities: providing connectionless delivery of packets through
an internetwork (without any guarantee for an assured delivery of packets) and providing
fragmentation and reassembly of datagram but without any guarantee of orderly arrival of
packets at the destination. Such type of Internet routing traffic model provides Best
Effort services that are not suitable for multimedia applications. The Best Effort
connectionless service is a simple and scalable service that finds the shortest path from
source to destination regardless of the constraints required by the applications such as
bandwidth availability, delay, delay variations, buffer space, etc. The Best Effort model
treats all the users or packets equally. Such a service would forward or discard packets
solely based on Internet traffic conditions. If the network is over congested, and cannot
forward packets then packets are simply dropped. Best Effort service is not good enough
for newly emerging real-time multi-media applications such as video conferencing,
Internet telephony, telemedicine, HDTV or video on demand, etc., where packet loss, low
bandwidth, delay jitters are not tolerated. Therefore, there is a need for Internet
architectures and protocols, including routing protocols that can provide an assured
service to fulfill the required constraints of the multi-media applications independent of
the network traffic condition. The Internet community referred to such type of services
as Quality of Services (QoS). QoS routing is a set of routing mechanisms under which
flow path selection is based on knowledge of network resources availability as well as

flow QoS requirements. This thesis investigate various QoS routing schemes and



proposes a novel approach of Integrated Routing Protocol to meet multi-media

requirements and achieve efficient network resource utilization.

The remainder of this chapter is organized as follows. Section 1.1 describes QoS
requirements for IP routing. Section 1.2 outlines the fundamental network functions such
as, QoS constrained-base routing, call admission, resource reservation and interweaving
all the three functions to achieve high network performance in terms of satisfying end-to-
end QoS requirements of an application. Section 1.3 outlines the approach used in this
thesis. Section 1.4 describes statement of problems and our two-fold research goal.
Section 1.5 outlines the performance measures studied in this work. Section 1.6 presents

an overview and structure of the remainder of the thesis.

1.1 QoS Requirements for IP Routing
It is critical for routing protocols to deliver data packets efficiently between a pair of

source and destination nodes. The basic function of QoS routing is to find a network path
that satisfies a set of given constraints of a connection. There are various QoS
requirements, needed to be satisfied in order to provide assured delivery in IP routing.
Such requirements include establishment of connection between end users, if the subnet
is connectionless, whereas the routing decision must be made in every node visited and
every packet routed. Therefore, IP-constrained routing requires connection establishment
between end users within a well-defined call setup time limit. Selection of paths is the
responsibility of QoS routing algorithms that are required to meet end-to-end delay
bounds and available bandwidth, such that to optimize the network resources and manage

network traffic in an efficient manner to enhance the network throughput.



1.2 Fundamental Network Functions
This section addresses fundamental network functions, such as QoS constraint routing,

Call Admission Control (CAC) and resource reservation (RR). These functions must
work closely with each other in order to provide guaranteed quality of service to

applications. Our research interest lies in integrating all three closely related functions.

1.2.1 QoS Constrained-Base Routing
Routing algorithms determine a path from a source to a destination for the traffic flow.

The routing algorithms used in current Internet routing protocols are mainly based on
shortest path algorithms, while shortest path algorithm can only find a least delay path or
find a path with most available resources [RFC1583]. Many heuristic solutions are
proposed to address this problem. The QoS requirement of a connection is given as a set
of constraints. For instance, a bandwidth constraint of a unicast flow requires that a
feasible path between end systems have sufficient residual (unreserved) bandwidth, to
satisfy the QoS constraints of a connection. Similarly, a delay constraint requires that the
longest end-to-end delay between end systems not exceed an upper bound on the delay.
The problem of QoS routing in distributed applications is difficult due to a number of
reasons, as these applications require diverse QoS constraints on delay, delay jitter, loss
ratio, bandwidth, etc. Our research objective is to study distributed delay-constrained

QoS routing algorithms.

1.2.2 Call Admission Control
In order to maintain network load at a manageable level and guarantee QoS requirements

of applications, we need an admission policy that grants or denies resource reservation

before routing data packets over the Internet. We have to take into account the total



resource allocation for a flow along a path in relation to available resources. If this flow
needs too many resources we may reject it even if the network has enough capacity. This

ensures that resources could be utilized by other flows with lower resource requirements.

1.2.3 Resource Reservation
Resource reservation usually follows routing. To begin communication, we must first

find, a feasible path between the sender and receiver that meet the specific requirements,
the application has set. To determine whether the QoS requirements of a flow can be
accommodated on a link, a router must be able to determine if sufficient resources are
available on the link [RFC2386]. QoS-based routing and resource reservation are closely
related in a sense that their objective is the same, but they both perform different
functions. Resources cannot be reserved unless the routing protocol can find a suitable
path [Auk96]. So we need efficient mechanisms that integrate both functionalities to

achieve better network performance.

1.2.4 Interweaving Routing, Call Admission Control and Resource Reservation
During the routing process, an admission control function is invoked at each link on the

route being examined, to decide whether or not the QoS requirements of a flow can be
accommodated on a link. The decision must be based on the incoming calls traffic
characteristics and resources availability for the new connection as well as existing
connections. Admission control is of significance, as it is often desirable to reject a
request even when a feasible path has been found, if admitting the request will lead to
inefficient use of network resources. Failure to put in such protection can result in

throughput degradation in case of overload [RFC2676]. The information about the



already allocated and available resources during QoS path computation improves the
chances of finding a best path. Our approach to the problem of unicast connection

establishment is to interweave routing with CAC and RR.

This thesis investigates three heuristics proposed in literature and presents our new
approach of integrating admission control, resource reservation with distributed QoS-
constrained routing algorithms. The objective of the admission control function as well
the routing algorithm is to accept as many new connections as possible while
guaranteeing the QoS requirements for every existing call [Hwa93, HaA00, Rou00], in
order to fulfill real-time multi-media applications requirements. The paths for the
connection are selected and resources are allocated, based on the requested QoS and the

available network resources.

1.3  Approach
Several heuristic solutions have been proposed to address the problem of QoS routing.

The approach we use consists on minimizing one of the QoS parameters under a second

parameter constraint, for instance, minimizing a path cost under a delay constraint.

We interweave routing with CAC and resource reservation using a concept similar to
Forward-Routing and Backward-Setup (FRBS) mechanism [HaA0O]. This research aims
to find the most viable path between source and destination nodes in two stages. The first
stage computes QoS paths using distributed delay-constrained unicast routing algorithms
described in Delay-Constrained Unicast Routing (DCUR) proposed by Salama et al.

[SRV97], Delay-Constrained Routing (DCR) proposed by Sun and Langendorfer,



[SuL98] and Distributed Delay-Constrained Algorithm (DDCA) proposed by Zhang et
al., [ZKMO1]. Call admission control is used in routing to test if a path can support the
call (connection)', while maintaining the QoS of the existing connections. In the second
stage, the destination node selects the path with best costs value and begins resource
reservation backwards towards the source node, exercising CAC on each link along the
path. The routing algorithm searches for all the available paths to increase number of
accepted connections (HaA00). CAC decisions are based on the current network traffic

load.

The rationale behind choosing DCUR, DCR, and DDCA routing schemes for our
research work is their common objective to solve the unicast delay-constrained cost
minimization problem. The common properties these schemes exhibit are as follows:
e All these schemes work in a hop-by-hop fashion, using a distributed routing
strategy.
e Each node knows the minimum cost and minimum delay to every other node in
the network.
e The cost vector and delay vector at all nodes are assumed to be up-to-date.
¢ Distance-Vector or Link-State protocols are used to support the dynamic nature of
Internet traffic.

e Periodic updates are sent only to intermediate neighbor nodes, instead of flooding
the entire network. Only limited state information are needed at each node,

requiring small amounts of computation.

! The term call and connection are used interchangeably.



e The path is constructed one node at a time, each time the added node lies on either
the least-cost (LC) or least-delay (LD) path.

e Routing metric, path computation and algorithm complexity are the important
common criteria taken into account for choosing the above mentioned routing

schemes.

1.4  Statement of Problem and Research Goal
The need to provide a guaranteed QoS requires a call-level admission control mechanism

and the reservation of resources on link-by-link basis. Providing QoS in IP network is
complicated due to its connectionless nature. The need to reserve resources (e.g.,
bandwidth) for each individual connection in order to guarantee its QoS requirements has
made connection establishment in high-speed network indispensable. This is the
responsibility of the resource reservation and admission control mechanisms to provide
information about residual resources (bandwidth) on a link such that path selection
decisions are based on this information. A bandwidth constraint of a unicast connection
requires, for instance, that the links composing the path must have certain amount of free
bandwidth available [RFC2386] to assure real-time channel establishment. The
establishment of such channels requires the development of efficient route selection

algorithms that are designed to take into account the QoS constraints.

As mentioned above, this thesis aims to study and compare the Distributed Delay-
Constrained Least-Cost (DCLC) unicast routing algorithms proposed in literature. The

algorithms are analyzed and compared in an integrated setting with call admission and



resource reservation, in order to find the most viable path finding algorithm among the

chosen schemes. This approach is denoted as Integrated Routing Protocol.

Our destination-controlled Integrated Routing Protocol establishes a unicast connection
in two stages, a forward routing stage and a backward setup stage. During the forward
routing process, the routing information is forwarded from source towards destination on
feasible paths through connection setup messages. The setup message includes the latest
call admission control (CAC) information on links within the traversed paths. The
destination node collects information on feasible paths through above-mention routing
algorithms in its database. Then it selects a viable least-cost path with the most available
bandwidth that meets the delay constraint. The backward setup process starts after the
destination node chooses the most viable path and attempts resource allocation
backwards towards the source node, such that the CAC criteria are met. The main
objective of this effort is set as two fold:

e To enhance the developed routing strategies by analyzing and interweaving them

together with call admission control as well as resources reservation.
e To introduce a new approach of Integrated Routing Protocol (IRP), that provides

a mechanism for path computation that is superior to existing routing strategies.

1.5  Performance Measures
The network performance objective is to establish real-time channels that attempt to

maximize the average call acceptance ratio by admitting calls with sufficient resources.
IRP enhances the probability of call acceptance by providing multiple paths choices

between single pair of source and destination node. The proposed IRP scheme finds



loop-free routes that satisfy the requirements of individual flows and adapts well to
changes in network and link characteristics as it achieves low call blocking ratios. The
IRP is shown to achieve a high success ratio for call establishment, and hence results in

enhancing the overall network performance.

1.6  Thesis Overview
The remainder of thesis is organized as follows. Chapter 2 presents a survey of QoS

routing and related work such as routing principles, routing algorithms and routing

protocols. The classification of routing protocols into distance-vector and link-state
routing protocols and the QoS routing strategies such as source routing, hierarchical
routing and distributed routing are presented with a brief literature review of various

proposed algorithms under each strategy.

Chapter 3 presents a unicast routing problem formulation and network model description.
A detailed description and evaluation of the Delay-Constrained Least-Cost routing
algorithms such as Delay-Constraint Unicast Routing (DCUR) by Salama et al. [SRV97],
Delay-Constraint Routing (DCR) by Sun and Langendorfer [SuL.98], and Distributed
Delay-Constraint Algorithm (DDCA) by Zhang et al., [ZKMO1] is presented. Various
aspects of the selected distributed delay-constrained unicast algorithms are addressed
such as routing information needed for routing algorithms and connection establishment

requirements in connectionless IP networks.



Chapter 4 proposes a model of the Integrated Routing Protocol (IRP) approach. It also
describes the design and implementation of various algorithms and presents pseudo code
for source node, intermediate and destination nodes both at forward routing stage as well

as backward setup stage.

Chapter 5 presents the performance evaluation of the experimental setup. A
comprehensive simulation model is developed to study the performance measures of the
proposed scheme. A number of experiments are conducted under different traffic
characteristics and network parameters. The performance metrics studied are the call

blocking probabilities and call acceptance ratio.

Chapter 6 concludes the thesis with summary of the research contributions.

10



Chapter 2
Overview of QoS Routing and Related Work

The routing process consists of two fundamental stages at the network layer [Sal96]. The
first stage consists of selecting a route for the session during the connection establishment
phase, and the second stage consists of forwarding real data packets of that session along
the selected path. In this research we focus on the first task only and assume that the true
state of the network is available to every node via distance vector routing protocol such
as Bellman Ford’s shortest path algorithm. Network nodes use this information to
determine end-to-end least cost as well as least delay paths. Each link in the network is
associated with certain parameters that provide the measurable QoS metrics. The
selection of routing metric is one of the key design issues that determine the criteria for
path selection. In addition to this, routing metric has an important implication on the
complexity of path computation [WaC95]. Well known metrics include bandwidth,

delay, jitter, cost and loss probability.

The routing problem can be classified into two major classes: unicast routing and
multicast routing. Unicast routing refers to finding a feasible path between a single
source and a single destination. On the other hand, multicast routing refers to finding a
feasible tree covering a single source or multiple sources and a set of destinations. Our
research focus is on unicast routing algorithms. The routing algorithms are classified into
static routing, adaptive routing and dynamic routing. In static routing, all routing

decisions are known at network setup time and are fixed, independent of the network

11



state. Dynamic routing allows routing decisions to vary over time, but not necessarily
depends on the network state. Finally, in adaptive routing, the routing decisions are
based on a function of some estimate of the network state and thus may also vary over

time [Hwa93].

The rest of this chapter is structured as follows. Section 2.1 present routing principles
and outlines a defined line of difference between routing algorithms and routing
protocols. Section 2.2 presents classification of routing protocols into distance-vector and
link-state routing protocols. Section 2.3 describes routing algorithms and their types.
The classification of routing algorithms into various strategies is presented in Section 2.4.
The well-known QoS routing strategies are source routing, hierarchical routing and
distributed routing. However, recent work on QoS routing has been focusing on two
main directions: source routing and distributed routing. In source routing, each node
maintains an image of the global state of the network, based on which a routing path is
centrally computed at the source. Whereas, in distributed routing, the path computation
process is carried out in a distributed fashion by finding the next best hop in the path.
Control messages are exchanged among the nodes and the state information collected at
each node is used in order to find a path. A brief introduction along with a review of
various proposed algorithms of the two strategies is presented in Section 2.4. Section 2.5

concludes the chapter with a discussion of QoS routing and related work in form of short

summary.

12



2.1  Routing Principles
Routing is the main process used by Internet hosts to deliver packets, depending on

routing algorithm and routing protocol. A routing protocol is a set of rules implemented
at the network layer, selecting the least-cost path to the destination. A routing protocol
forms the core of the Internet. At the core of any protocol is a routing algorithm that
determines routes connecting a set of network nodes belonging to a particular session
[TEL316]. A protocol should be robust and fault tolerant so that it reacts fast and safely
to link or node failures in order to minimize the resulting instability in the network. Path
selection within routing algorithms is formulated as a cost-optimization problem. The
objective function for optimization could be any one of a variety of parameters, such as
least end-to-end delay, hop count or bandwidth utilization. At the current stage of
network evolution, it may be appropriate and important to design a simple, scalable
routing algorithm that satisfies a given end-to-end delay bound and manages the network
resources efficiently, particularly if the designed algorithm can be easily integrated into
the current Internet routing protocols. Our objective is to study the performance of

routing algorithms and not the routing protocols.

2.2  Classification of Routing Protocols
Routing protocols are used between routers and represent additional network traffic

overhead on the network. An important feature of a routing protocol is its ability to sense
and recover from failures. How quick it can recover is determined by: the type of fault,
how it is sensed, and how the routing information is propagated through the Internetwork.
When all the routers on the internetwork have the correct routing information in their

routing tables, the internetwork has converged. When a link or router fails, the
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internetwork must reconfigure itself to reflect the new topology. Information in routing
tables must be updated. Until the internetwork re-converges, it is in an unstable state with
inconsistent information. Internet routing protocols can be classified into two categories:
distance-vector protocol and link-state protocol. The following section describes these

categories.

2.2.1 Distance-Vector Protocols
Distance-Vector routing protocols, such as Routing Information Protocol (RIP) are based

on a distributed version of the Bellman-Ford Shortest Path (SP) algorithm. Each node
maintains only limited information about the shortest path to all other nodes in the
network. Upon receipt of an update, for each destination in its table a router compares
the metric in its local table with the metric in the neighbor’s node and also the cost of
reaching that neighbor. If a path via neighbor has a lower cost, the router updates its local

table to forward packets to the neighbor.

A problem with such protocol is that it may continue to use old information that is
invalid, even after network topology changes and new information becomes available.
Due to their distributed nature, distance-vector protocols may suffer from looping
problems when the network is not in a steady state. On the plus side, and considering
message complexity, distance-vector routing protocols scale well to large network sizes,
because each node (router) sends periodical topology update messages only to its direct

neighbors.
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2.2.2 Link-State Protocols
Link-State protocols such as Open Shortest Path First protocol (OSPF) are based on

Dijkstra’s SP algorithm. A database is maintained at each node that describes network
topology and link delays between each router. Each router keeps track of the complete
graph of links and nodes in the network. Therefore, each router periodically discovers its
neighbors and measures delays across its links then forwards this information to all other
routers. Updated information is propagated at high priority using flooding technique.
Updates contain sequence numbers and a router forwards “new” copies of the packet.
This way routing updates propagate even if routing tables are not quite correct.
Acknowledgments are sent to neighbors. Each router uses the Shortest Path First
(Dijkstra’s SP) algorithm to compute the shortest path based on the current values in its
database. Since each router makes its calculation using the “same” information
(depending on the update frequency), accurate routing decisions can be made. Link-state

protocols also do not suffer from looping.

2.3  Routing Algorithms
Routing algorithms search for paths from a source to a destination. The path that appears

to be most promising among all possible paths is selected. Routing decisions affect the
network behavior for the duration of a call. Routing is particularly crucial to network
performance. There are two types of routing algorithms currently in practice; adaptive
and non-adaptive algorithms. Adaptive algorithms are flexiable and adapte well to
changes in network topology, load, delay, etc., to select routes. On the other hand, non-
adaptive algorithms are static and routes do not change. Adaptive algorithms can be

further classified into following types: isolated, centralized and distributed:
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o Isolated: Each router makes its routing decisions using only the local information
it has on hand. Specifically, routers do not even exchange information with their
neighbors.

e Centralized: A centralized node makes all routing decisions. Specifically, the
centralized node has access to global information.

e Distributed: Algorithms that use a combination of local and global information.
In a distributed routing mechanism a path is computed in a distributed manner on
a hop-by-hop fashion.

In this work we opt to study the behavior of adaptive distributed routing algorithms.

2.4  Routing Strategies
Distributed multi-media applications have quality of service requirements specified in

terms of constraints on various metrics such as bandwidth, delay, delay jitter, cost etc.
Various routing strategies could be adopted to find the feasible path between source and
destination nodes. There are three well-known routing strategies commonly in use. Their
classification depends on how state information is maintained and how the search for
feasible path is carried out [ChN98b]. These are: source routing, hierarchal routing and

distributed routing.

2.4.1 Source Routing
In source routing, each node maintains an image of the global network state. The global

network state refers to the information regarding the network connectivity and resource
availability, based on which the entire routing path is computed at the source node. The

link-state protocol is used to periodically update the network state. Finding a path in

16



source routing can be computationally intensive for the source router. The overhead of
the source routing algorithm lies in the fact that a huge amount of storage capacity is
required at each router in the network to maintain global state information. The global
state thus maintained is inherently imprecise due to the dynamic nature of network
resources availability [GSAO1]. There is always a tradeoff between the average number
of messages exchanged and the amount of staleness or impreciseness in the global state
maintained at each router. The amount of impreciseness and the average message
overhead both increases with the network size. Hence, such approaches are not scalable
to large network size [GSAO1]. In the following we review various source routing

algorithms in the literature.

A throughput competitive routing algorithm for bandwidth-constrained connection was
proposed by Awerbuch et al. [AAP93]. The algorithm tries to maximize the average
throughput of the network over time. It combines the function of admission control and
routing. Every link is associated with the cost function that is exponential to the
bandwidth utilization. A new connection is admitted into the network only if there is a
path whose accumulated cost over the duration of the connection does not exceed the
profit measured by the bandwidth-duration product of the connection. It was proved that
such a path satisfies the bandwidth constraint. Let T be the maximum connection
duration and n be the number of nodes in the network. The algorithm achieves a
throughput that is O (Log nT) factor of the highest possible throughput achieved by the

best off-line algorithm that is assumed to know the entire connection request in advance.
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Another heuristic that combines source routing with call admission was proposed by Liu
and Mouftah [LiM95]. The proposed scheme is known as a Virtual Call Admission
Control (VCAC) algorithm that examines a routing database of all links in the entire
network before a path is selected thus resulting in an effective topology database. The
database includes links that follow the CAC scheme and are able to accept calls. Thus
chances of new call acceptance are enhanced along a path selected from the effective
topology than from the entire topology. To avoid possible delays, link metrics used by
CAC and routing in VCAC are advertised through link state updates and stored in the
network topology database. The concept of effective topology and Actual Call
Admission Control (ACAC) is used in the proposed VCAC scheme. Upon receiving the
call setup request, the VCAC is first exercised on every link included in the entire
topology. Dynamic routing protocols such as Shortest Path First (SPF) and Open
Shortest Path First (OPSF) are used to select the path. Each link on the selected path is
examined through its own ACAC. Then VCAC algorithm is performed upon every link
in the entire topology to decide about the link to be included into the effective topology.
This decision is based on the call characteristics and values of link metrics available in
the database topology. The links that pass the VCAC check are likely to pass the ACAC
check as well, resuiting in a path construction on such an effective topology with high
probability. Such links will be included in the topology to achieve high network

performance. The proposed VCAC algorithm showed good performance, with its
requirement of only one metric and its computational simplicity using any VCAC

strategy.
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Wang and Crowcroft [WaC96] investigated the routing problem subject to multiple
quality of service constraints. They studied the multiplicative, concave and additive
constraints, and proposed a well-known shortest widest path algorithm. This algorithm
finds a bandwidth-delay-constrained path using Dijkstra’s shortest path algorithm. All
links with bandwidths less than the requirement are eliminated such that remaining paths
in the resulting graph will satisfy the bandwidth constraint. Thus shortest path in terms of

delay is found. The path is feasible, if and only if, it satisfies the delay constraints.

A novel forwarding technique for routing with multiple QoS constraints is proposed by
Fei and Gerla [FeG00]. The proposed technique can be applied both in distributed hop-
by-hop routing and source-based approach. The key idea of the smart forwarding is that
when constructing an end-to-end path, one can make some “smart” decision on which
next hop should be in the path to satisfy the constraints and minimize the cost. It can be
used as a crank back approach in which it attempts another path if one does not work out.
However, it tries a path only if it knows there is a chance that given path might be
feasible. The algorithm performance and processing overhead can be adjusted by setting
a limit on how many crank-back trials or forwarding branches it can have. It utilizes a
per-computed table (updated periodically) that can be constructed with low computation
complexity and each on-demand routing request can then be answered with low
processing overhead. When used as a flooding scheme without limiting crank-back trials,
it can greatly reduce the number of routing messages since a routing request will only be
sent to promising neighbors based on “smart” decisions. Simulation results show it is

always effective in finding low cost paths.
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2.4.2 Distributed Routing
In distributed routing, path selection is carried out in a hop-by-hop fashion. The

Distance-Vector protocol is used to periodically update the intermediate neighbor nodes.
Every node maintains global state information only about its next neighbor in the form of
a distance vector (tables), returning the best next hop only. Since the path computation
process is shared among intermediate routers, there is no computational burden on any
single router in the network [GSAO1]. Hence the routing response time can be made
shorter to enhance the network scalability and making the distributed routing mechanism
more suitable for routing with dynamic nature of traffic conditions. However, it may
suffer from looping problem if the global state information at nodes is not kept
consistent. Loops will cause routing failure because distance-vectors do not provide
sufficient information for an alternative path. In the following we review various

distributed routing algorithms in the literature.

Distributed algorithms can be categorized into two types based on whether all the routers
maintain a global state or not. If the routers have a global state, such information can be
used in path computation to specify the best next hop. If no global state is stored then
flooding techniques can be used to establish a path, where a request is flooded on all
outgoing links that satisfy the QoS requirements of the request. The problem with such

an approach however, is that the overhead involved in establishing a connection may be

high.

Salama et al. [SRV97] proposed a distributed delay-constrained unicast routing (DCUR)

algorithm. A cost vector and a delay vector are maintained at every node by a distance-
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